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Complexity Theory
Reminder: Asymptotics

� Landau: For f,g : Í→ Ñ write

� f=O(g)   ⇔  ∃M ∀n≥M: f(n)≤M·g(n)

� f=Ω(g)   ⇔  ∃M ∀n≥M: f(n)≥g(n)/M

� f=Θ(g)   ⇔ f=O(g)  ∧ f=Ω(g)

� These notions neglect lower order terms 

and allow to simplify many expressions

� e.g. 5·n³-27·n²+933·n+2197 = Θ(n³)

� further examples in the exercises

� f is polynomialy bounded ⇔ ∃k: f=O(nk)



Complexity Theory
Asymptotic Running Times

�Running times of some sorting algorithms
� BubbleSort: O(n²) comparisons and copy instr.s

� QuickSort: typically O(n·log n) steps
but O(n²) in the worst-case

� HeapSort: always at most O(n·log n) operations

� Here: always worst-case considerations!
� w.r.t. input size (e.g. bit length) =: n → ∞
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Example Matrix AdditionExample Matrix Multiplication

� Input: entries of matrices A,B∈Rn×n

� Wanted: entries of n×n-matrix C := A · B

� school:  n² inner products á O(n):

C2,2C2,1

C1,2C1,1

B2,2B2,1

B1,2B1,1

A2,2A2,1

A1,2A1,1

·=

Z1:=(A2,1+A2,2)·B1,1

Z2:=(A1,1+A1,2)·B2,2

Z3:=A1,1·(B1,2-B2,2)

Z4:=A2,2·(B2,1-B1,1)

Z5:=(A1,1+A2,2)·(B1,1+B2,2)

Z6:=(A2,1-A1,1)·(B1,1+B1,2)

Z7:=(A1,2-A2,2)·(B2,1+B2,2)

C1,1=Z5+Z4-Z2+Z7

C1,2=Z3+Z2

C2,1=Z1+Z4

C2,2=Z5-Z1+Z3+Z6

MultiplicationMultiplication

of of nn××nn--matricesmatrices

usingusing

7 7 multiplicationsmultiplications +18 +18 additionsadditions of (of (nn/2)/2)××((nn/2)/2)--matrizesmatrizes

OO((nn³³))

L(n) = 7·L( n/2 ) + 18·(n/2)²

LL((nn) = ) = OO((nnloglog2277),   ),   loglog2277≈≈2,812,81

Fix a ring (R,+,−,0,×,1)

World World recordrecord: O(: O(nn2.382.38) ) 
[Coppersmith&Winograd'90][Coppersmith&Winograd'90]
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Complexity Theory
Models of Computation
�Matrix Multipl. count arithmetic operations
� 2n² inputs, n² outputs: Ω(n²).

�HeapSort: O(n·log n) operations
�Can improve (asymptotically) ?
�Yes, 1 operation suffices: sort(x1,…,xn)

�Complexity subj.to model of computation:
�mathem. formalization (&idealization)
�which operationen are available
�and at what 'cost' in terms of resources

�resources such as (run) time, memory, 
#prozessors (parallel computing)

Here mostly Turing Maschines



Complexity Theory

Alan M. Turing [1937]

� mathematical
idealization and
abstraction of his
assistents (so called
„computers“)

� nowadays generally 
accepted als model
for digital computing 
machines (PCs)

Turing Maschine



Complexity Theory

determ. 1-tape TM

� 4-tupel M = (Q, Σ, Γ, δ):

� Q finite set of states
� with s=initial state

� q+=accept. final state,

� q-=reject. final state

� Σ finite input alphabet
� with � , B ∉ Σ (blank, boundary symbol)

� Γ finite tape alphabet
� where Σ ⊂ Γ and � , B ∈ Γ. 

� δ : Q\{q+ ,q-} × Γ → Q × Γ × {R,L,N}
denotes the transition function



Complexity Theory
Configuration, Successor, Computation

� M = (Q,Σ,Γ,δ);  Γ* = { finite sequen.s over Γ }

� Configuration: α q β,  here „110 q5 01110“
� (beyond β only � s; β does not end on � )

� one step according to δ: direct

successor configuration α q β ¢ α' p β'

� n-th successor configuration K ¢n  K''

� (indirect) successor configuration K ¢* K''

� M accepts w if  there 

are α‘,β‘∈Γ* with s w ¢*  α‘ q+ β‘

� M rejects w if s w ¢*  α‘ q- β‘
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Acceptance und Decision

� The language accepted by M is
L(M) := { w : M accepts w }
� For w∉L(M), M may enter a closed loop!

� M decides L(M) if it in addition 
rejects every w∈Σ*\L.

� L ⊆ Σ* called semi-decidable
if accepted by some TM;

� L called decidable
if decided by some TM.

M accepts w if there exists α‘,β‘∈Γ* with s w ¢*  α‘ q+ β‘

M rejects w if there exists α‘,β‘∈Γ* with s w ¢*  α‘ q- β‘
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Some logical considerations

TM M=(Q,Σ,Γ,δ) with Q,Σ,Γ finite sets
and δ : Q\{q+,q-} × Γ → Q × Γ × {R,L,N}

�Renaming states does not really affect the TM 

�There are only countably many TMs

�but continuously many L⊆Σ*  (Cantor)

�Each TM semi-decides precisely one L⊆Σ*.

⇒ Almost every L⊆Σ* is not semi-decidable!
�Gödel: truth of arithmetic sentences not (semi-) 
decidable; Davis, Robinson, Matiyasevich: Unsolvability 
of diophantic equations not semi-decidable

L ⊆ Σ* called semi-decidable  if there exists 
a TM accepting precisely those w in L.



Complexity Theory
Resource: Time
Let M=(Q,Σ,Γ,δ) denote a DTM.
� One step is a direct transition between 

configurations α q β ¢ α‘ p β‘
� For w∈Σ* let TM(w) denote the number of steps 
M executes on input w before terminating;
TM(w):=∞ if M does not terminate on w.

� For n∈N let TM(n):=max{TM(w) | w∈Σ≤n}  
denote the (worst-case) running time of M on
inputs of length ≤n; 
TM:N→N is the running time function of M

� TM(n)≤O(t(n)): M called O(t(n))-time bounded
� DTIME(t(n)) := { L(M) :

DTM M is O(t(n))―time bounded}
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Example TM for Palindromes

� Q := { s , qr0 , qr1 , qz0 , qz1 , qℓ , q+ , q- }

� δ informally:
� s: first symbol is � ?  Then q+

� Otherwise 'remember' first symbol i in state qri 

overwrite with � , and skip one cell to the right

� qri: scan tape to the right for �

then skip back by one cell and enter state qzi

� qzi: present symbol different from i? →state q-

(over)write � , state qℓ and one cell to the left

� qℓ: scan left for � then right, restart with state s

PALIN := { w∈{0,1}*: w=w® }


