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Knapsack is the problem of collecting packets to achieve large 'vadtismall 'weight'’. Its decision
variant is the language

KNAPSACK = {(01,...,0m,Q,Wi,...,Wm,W) : M,Gi,g,Wj,W € N,
Jay,...,am € {0,1} : Ziaiwi >WwW A Ziaigi <g}
Its maximization variant is the function
MAXKNAPSACK : (Q1,...,0m,J,Wi, ..., Wm) — max{ Ziaiwi :a; € {0, 1},2i aigi < g}
Integer linear programming is the decision problem

ILP := {{Ab):meN,AcZ™MbeZ™:IxcZ™: A-x< b} .

EXERCISE 13:

a) Prove that KIAPSACK is NP-complete.

b) Prove: MaxKNAPSACK is computable in polynomial time iff KAPSACK is decidable in
polynomial time. Hint: Recall Exercise 7.

c) Prove that ILP iSNP-hard.
d) Reduce Hamilton Circuit HC to Traveling Salesperson TSP.
e) LetP={2,3,5,7,11 ...} the set of prime numbers. Prowg\ P € NP.
f) We consider the solvability problem over the integers ofdtivariate polynomial equation:
DIOPHANT = {(p):meN,pe N[X,..., X, 31, ..., Xm € N: p(Xg,...,%m) =0} .
Construct (and prove correctness of) an explicit polyndimae reduction LRy DIOPHANT.

g) Are DIOPHANT and ILPNP-complete? What makes this difficult to prove?

In a) and c) you may use that the following problems have dirémen showiNP-complete in the
lecture: SAT, 3SAT, BBSETSUM.

EXERCISE 14:
Consider the following optimization problem: Givéa N andm packets of weightgs,...,gm€N;
distribute them upo#i bins such as to minimize their maximal weight.

a) Formalize this as a decision problem and prove
(It has been showh®P-hard even fo¥ = 2...)

b) Prove that the following greedy algorithm produces arr@gmation of rate 2:
Iteratively for each = 1,..., mput packet #into a currently lightest bin.

c) Demonstrate that the algorithm from b) achieves no bedterthan 2 by constructing &o> 0
an input on which its output exceeds the optimal solution Eactor at least 2 €.



