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EXERCISE 10:
Recall the problem8SAT andVC mentioned in the lecture.
a) ProveVC < SAT directly, i.e. without invoking the Cook-Levin Theorem.

b) Argue: every vertex cover of a 2-clique must contain asti@me vertex; every vertex cover
of a 3-clique must contain at least two vertices.

c) Prove:3SAT <, VC.

Hint: The following drawing illustrates a reduction mapgian instanceb = (AV AV B) A (-AV
-BV—C) A (—AVBVC) of 3SAT to an instancéG, k) of VC with k := #variablest 2 - #clauses.

AvAvB —4v—-Bv—-C —-AvBvC

EXERCISE 11:
For alanguagd C >*, itsKleene-star A* := {ajaz---an|n € No, & € A} is the language consisting
of all concatenations of finitely many words frofn
a) Discuss and compare the two different meanir®$ tan have. What igA*)"?
b) Prove thafP is closed under
1) binary union,i.,e.ABe?P=AUBe?
i) intersection, .,eABe P=ANBe P
iif) and complement, i.eAc P = 2*\ Ac P.
One can (but you don’t need to) show thais also closed under Kleene-star.
c) ProvePSPACE closed under i) union, ii) intersection, iii) complement) Kleene-star.
d) Prove that als&NP is closed under union, intersection, complement, and Kestar.
e) Demonstrate that the complements of languag@&Hrare precisely those of the form

{)?EZ*:V)TGZSW:()ZS/}GK}, Ke?P, keN.



EXERCISE 12:
A nondeterministic Turing maschine (NTMY = (Q, Z,I",d) has a transitiomelation

A C ((Q\{9-,a:}) xT) x (QxT x{L,N,R}) .

A transition(g,a) — (p,b,D) with D € {L,R,N} is valid if (g,a, p,b,D) € A. A computation of

N is a sequence of configurations such that each successes &om its predecessor via a valid
transition.

N accepts an inputw if there exists a computation ofN starting with configuratior(s,w) and
leading to a configuration with accepting state.

N acceptsthe languagé C Z* if it accepts precisely those inputs frdmN decidesL if, in addition,
every computation alN terminates.

The run timeTy (W) onw is the maximum length of all computationsJsfon inputw; similarly for

spaceSy(W).

a) Explain why (and how) a DTM can be considered as a NTM.
Describe a NTM deciding Boolean satisfiabilAT within polynomial time.

b) Sketch the set of all possible computations of a NTM on fixgait W as a tree. Bound its
degree: how many successors can each node have at most?
Argue that any NTM can be converted, possibly with a lineawstlown, into an equiva-
lent one having at most two possible successor configusimach step, i.e. such that
Card{(p,b,D) : (g,a,p,b,D) € 8} <2 holds for allge QandacT.

c) Construct to any (multi-head) NTB a (multi-head) DTMM simulatingN with
Tae(n) < 22N Sy(n) < O(Tw(n) +Su(n)) -

d) Letp € N[N] be a polynomial antl C =* decidable in deterministic tim@(p(n)). Describe
aNTM decidingL’IO in polynomial time, where

L, = {xez:yez=PH (g eL} .

e) Conversely suppogt€ is decidable by a NTM in polynomial time. Prove that theresexi
p € N[N] and a langaugk decidable in deterministic polynomial time such tKat L’p.



