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Chapter 1

Basic Concepts

1.1 The concept of a fiber bundle

Definition 1.1.1 A Ck-fiber bundle (k ∈ N0∪{∞}) is a quadruple (E,M,F, q),
consisting of Ck-manifolds E, M and F and a Ck-map q : E → B with the
following property of local triviality: Each point b ∈ B has an open neigh-
borhood U for which there exists a Ck-diffeomorphism

ϕU : U × F → q−1(U),

satisfying
q ◦ ϕU = pU : U × F → U, (u, f) 7→ u.

We use the following terminology:

• E is called the total space.

• B is called the base space.

• F is called the fiber type.

• q is called the bundle projection.

• The sets Eb := q−1(b) are called the fibers of q.

• ϕU is called a bundle chart.

• EU := q−1(U) is called the restriction of E to U .

• (E,B, F, q) is called an F -bundle over M .

1
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Remark 1.1.2 (Restriction of fiber bundles) If (E,M,F, q) is a Ck-F -bundle
over M , N ⊆M is an open subset and EN := q−1(N), then (EN , N, F, q|EN

)
is a Ck-F -bundle over N .

Example 1.1.3 If M is a smooth n-dimensional manifold, then the tangent
bundle T (M) with the projection

q : T (M) →M, Tp(M) 3 v 7→ p

yields a smooth fiber bundle (T (M),M,Rn, q).

Examples 1.1.4 (a) If σ : G×M →M, (g,m) 7→ g.m is a smooth action of
the Lie group G on M which is free and proper, then the Quotient Theorem
leads to a smooth fiber bundle (M,M/G,G, q), where

M/G := {G.m : m ∈M}

is the set of G-orbits in M and q : M → M/G is the canonical map. In the
following we always write [m] := q(m) = G.m.

(b) The Möbius strip is an example for the situation under (b). Here

M := (R×]− 1, 1[)/Z,

where the group Z acts freely and properly by

n.(x, y) := (x+ n, (−1)ny).

(c) The Klein bottle arises similarly as

K := R2/Γ,

where Γ ⊆ Diff(R2) is the subgroup generated by the two elements

σ1(x, y) := (x+ 1,−y) and σ2(x, y) := (x, y + 1).

The relation σ1σ2σ
−1
1 = σ−1

2 implies that Γ is a non-abelian semidirect
product group. The map

ϕ : Z oα Z → Γ, ϕ(m,n) := σm2 σ
n
1

is an isomorphism for α(n)(m) := (−1)nm.
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Examples 1.1.5 (a) The Möbius strip carries a natural fiber bundle struc-
ture

q : M = (R×]− 1, 1[)/Z → S1 := {z ∈ C× : |z| = 1}, q([x, y]) := e2πix.

We thus obtain a smooth fiber bundle (M, S1, ] − 1, 1[, q) whose fiber is the
open interval ]− 1, 1[.

(b) The Klein bottle has a similar bundle structure, defined by

q : K = R2/Γ → S1, q([x, y]) := e2πix,

which leads to the fiber bundle (K, S1,S1, q). Hence K is an S1-bundle
over S1.

Examples 1.1.6 Let G be a Lie group and H ⊆ G be a closed subgroup.
Then the right action of H on G, by

G×H → G, (g, h) 7→ gh

is proper, so that the Quotient Theorem yields a manifold structure on the
space G/H = {gH : g ∈ G} of left cosets of H in G.

If, in addition, H is a normal subgroup, then G/H carries a natural group
structure defined by

gH · g′H := gg′H.

Since the group operations on G/H are smooth, we thus obtain a Lie group
structure on G/H.

Definition 1.1.7 (a) We call a sequence

· · · ϕi−1−−−−−→Gi−1
ϕi−−−−−→Gi

ϕi+1−−−−−→Gi+1
ϕi+2−−−−−→Gi+2

ϕi+3−−−−−→· · ·

of group homomorphisms exact in Gi if

im(ϕi) = ker(ϕi+1).

We call the sequence exact if it is exact in each Gi.
An exact sequence is said to be short if it is of the form

1 → G1
ϕ−−−−−→G2

ψ−−−−−→G3 → 1.
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A short sequence is exact if and only if ϕ is injective, ψ is surjective and
im(ϕ) = ker(ψ).

(b) An extension of Lie groups is a short exact sequence of morphisms of
Lie groups

1 → N
ι−−−→G

q−−−→Q→ 1.

Then N can be identified with the closed subgroup ι(N) = ker q of G, so
that Q ∼= G/ι(N). As we have seen in Example 1.1.6, the right action of N
on G by g.n := g · ι(n) leads to an N -fiber bundle (G,Q,N, q).

In view of the analogy with group extensions, we may think of F -fiber
bundles over the manifold M as “extensions” of M by F .

1.2 Coverings

Definition 1.2.1 A fiber bundle (E,B, F, q) is called a covering if
dimF = 0, i.e., F is a discrete space.

Example 1.2.2 (a) If Γ is a discrete group, then an action σ : Γ×M →M
on M is proper if and only if for each pair K and Q of compact subsets of
M , the set

{g ∈ Γ: g.K ∩Q 6= ∅}

is finite (Exercise).
If the action is free and proper, then q : M → M/Γ is a covering (cf.

Examples 1.1.4).
(b) If Γ is a discrete subgroup of the Lie group G, then the quotient map

q : G→ G/Γ is a covering (cf. Example 1.1.6).

Example 1.2.3 The action of the discrete group Q by translations on R is
free but not proper. The quotient group R/Q carries no natural manifold
structure.

Examples 1.2.4 (a) M = R, Γ = Z with σ(x, y) := x + y leads to the
quotient Lie group T := R/Z ∼= S1.

(b) M = Rn, Γ = Zn with σ(x, y) := x+ y leads to Tn := Rn/Zn.
(c) M = C, Γ = 2πiZ with σ(x, y) := x+y leads to C/2πiZ ∼= C×, where

the quotient map can be realized by the exponential function exp: C → C×.
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(d) M = C, Γ = Z + Zτ , Im(τ) > 0 with σ(x, y) := x + y leads to an
elliptic curve C/Γ. These are one-dimensional complex manifolds which are,
as real smooth manifolds, diffeomorphic to T2 ∼= R2/Z2, but they are not
necessarily diffeomorphic to C/(Z + iZ) as a complex manifold.

1.3 Morphisms of Bundles

Definition 1.3.1 Let (Ei, Bi, Fi, qi), i = 1, 2, be fiber bundles.
(a) A smooth map ϕE : E1 → E2 is called a morphism of fiber bundles if

there exists a smooth map ϕB : B1 → B2 with

q2 ◦ ϕE = ϕB ◦ q1.

Since q1 is surjective, the map ϕB is uniquely determined by ϕE.
(b) A morphism ϕE : E1 → E2 of fiber bundles is called an isomorphism

if there exists a morphism ψE : E2 → E1 satisfying

ϕE ◦ ψE = idE2 and ψE ◦ ϕE = idE1 .

This condition is equivalent to ϕE being a diffeomorphism mapping fibers of
E1 into fibers of E2 (Exercise). If an isomorphism ϕE : E1 → E2 exists, then
the corresponding bundles are said to be isomorphic.

(c) If B1 = B2 = B and F1 = F2 = F , then a morphism ϕE : E1 →
E2 of fiber bundles is called an equivalence if ϕB = idB. Accordingly, the
corresponding bundles are said to be equivalent. It is easy to see that we thus
obtain an equivalence relation on the class of all F -fiber bundles over B. The
set of all equivalence classes is denoted Bun(B,F ). It is a major problem in
differential topology to calculate these sets for concrete manifolds M and F .

(d) A fiber bundle (E,B, F, q) is called trivial if it is equivalent to the
bundle (B × F,B, F, pB), where pB(b, f) = b. It is easy to see that this re-
quirement is equivalent to E being isomorphic to (B×F,B, F, pB) (Exercise).

Remark 1.3.2 (a) A smooth map ϕE : E1 → E2 is a morphism of fiber
bundles if and only if it maps each fiber E1,b, b ∈ B1, into some fiber E2,c

of E2 for some c ∈ B2. Then ϕB : B1 → B2 is defined by ϕB(b) = c, and
since q1 is a submersion, the smoothness of ϕB follows from the smoothness
of ϕB ◦ q1 = q2 ◦ ϕE.
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Definition 1.3.3 (The group of bundle automorphisms) The set Aut(E) of
automorphisms of the fiber bundle (E,B, F, q) is a group under composition
of maps and

Γ: Aut(E) → Diff(B), rB(ϕE) = ϕB

is a group homomorphism. Its kernel is the group

Gau(E) := {ϕ ∈ Aut(E) : q ◦ ϕ = q}

of self-equivalences of E, resp., gauge transformations. We thus obtain an
exact sequence of groups

1 → Gau(E) → Aut(E)
Γ−−−→Diff(B).

The automorphism group of a trivial bundle

For two manifolds B and F we consider the trivial bundle E := B×F , defined
by the projection pB : B × F → B. Each diffeomorphism ϕ ∈ Diff(B) lifts
to a bundle automorphism by ϕ̃(b, f) := (ϕ(b), f), which leads to a group
homomorphism

σ : Diff(B) → Aut(B × F ), ϕ 7→ ϕ̃

splitting Γ (Definition 1.3.3).
We call a map γ : B → Diff(F ) smooth if the corresponding map

γ̃ : B × F → F, γ̃(b, f) := γ(b)(f)

is smooth and write C∞(B,Diff(F )) for the set of smooth maps in this sense.
We would like to turn this set into a group with respect to the pointwise
multiplication, but it is not obvious that it is closed under inversion. This is
a consequence of the following lemma.

Lemma 1.3.4 The map

Φ: C∞(B,Diff(F )) → Gau(B × F ), γ 7→ Φγ, Φγ(b, f) := (b, γ(b)(f))

is a bijection satisfying
Φγ1 ◦ Φγ2 = Φγ1·γ2 .

In particular, C∞(B,Diff(F )) is a group with respect to the pointwise product:

(γ1 · γ2)(b) := γ1(b) ◦ γ2(b)

and Φ is a group isomorphism.
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Proposition 1.3.5 By α(ϕ)(γ) := γ◦ϕ−1 we obtain a group homomorphism

α : Diff(B) → Aut(C∞(B,Diff(F ))),

and the map

C∞(B,Diff(F )) oα Diff(B) → Aut(B × F ), (γ, ϕ) 7→ Φγ ◦ ϕ̃
is a group isomorphism.

Pullbacks

Proposition 1.3.6 Let f : X → Z and g : Y → Z be smooth maps and
assume that either f or g is a submersion. Then the fiber product

X ×Z Y := {(x, y) ∈ X × Y : f(x) = g(y)}
is a closed submanifold of X × Y . If f is a submersion, then the same holds
for the projection

pY : X ×Z Y → Y.

Definition 1.3.7 (Pullbacks of fiber bundles) If (E,B, F, q) is a fiber bundle
and f : X → B a smooth map, then

f ∗E := {(x, e) ∈ X × E : f(x) = q(e)}
carries the structure of an F -fiber bundle, defined by the projection
pX : f ∗E → X. This bundle is called the pullback of E by f .

Remark 1.3.8 (a) If E is trivial, then any pullback f ∗E is also trivial.
(b) If f is constant, then f ∗E is also trivial.

Proposition 1.3.9 The image of Γ: Aut(E) → Diff(B) coincides with the
subgroup

Diff(B)E := {ϕ ∈ Diff(B) : ϕ∗E ∼ E}.
Example 1.3.10 The Hopf fibration

q : S3 → S2 ∼= P1(C) ∼= S3/T, (z1, z2) 7→ T.(z1, z2),

defines a fiber bundle (E,B, F, q) = (S3,S2,S1, q) with the property that
Diff(B)E 6= Diff(B). As we shall see later, the diffeomorphism

ϕ : S2 → S2, ϕ(x) = −x
satisfies ϕ∗E 6∼ E, so that ϕ 6∈ Diff(B)E. To verify such an assertion,
one needs to know that Bun(S2,S1) ∼= Z (this set even has a natural group
structure!), where E corresponds to the element 1 and ϕ∗E to the element−1.
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1.4 Principal Bundles

Definition 1.4.1 Let G be a Lie group and k ∈ N ∪ {∞}. A Ck-principal
bundle is a quintuple (P,M,G, q, σ), where σ : P × G → P is a Ck-right
action with the property of local triviality: Each point m ∈ M has an open
neighborhood U for which there exists a Ck-diffeomorphism

ϕU : U ×G→ q−1(U),

satisfying q ◦ ϕU = pU and the equivariance property

ϕU(u, gh) = ϕU(u, g).h for u ∈ U, g, h ∈ G.

Remark 1.4.2 (a) For each principal bundle (P,M,G, q, σ), the quadruple
(P,M,G, q) is a fiber bundle.

(b) The right action of G on P is free and proper and the natural map
q : P/G→M, p.G 7→ q(p), is a diffeomorphism.

(c) Conversely, in view of the Quotient Theorem, each free and proper
right Ck-action σ : M×G→M defines the principal bundle (M,M/G,G, q, σ).

Example 1.4.3 (a) The Hopf fibration

q : S3 → S3/T ∼= S2 ∼= P1(C), (z1, z2) 7→ T.(z1, z2),

is a T-principal bundle over S2.
(b) More generally, we may consider for K ∈ {R,C,H} and m ≥ n the

action of the compact Lie group Un(K) on the set

S := {V ∈Mm,n(K) : V ∗V = 1n}
= {(v1, . . . , vn) ∈ (Km)n ∼= Mm,n(K) : 〈vi, vj〉 = δij}

of orthonormal n-frames in Km by V.g := V g (matrix product). Identifying
S with the set of isometric embeddings

ϕV : Kn → Km, x 7→ V x,

we see that the map ϕ 7→ im(ϕ) yields a bijection

S/Un(K) → Grn,m(K)

of the orbit space onto the Graßmannian of n-dimensional subspaces in Km.
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For n = 1 and d := dim K ∈ {1, 2, 4}, we have

U1(K) = {λ ∈ K : |λ| = 1} ∼= Sd−1

and
Gr1,n(K) = Pn−1(K) = P(Kn)

is the (n− 1)-dimensional projective space over K.
(c) There is also a non-compact picture of the Graßmannian. For that

we consider the set

S := {V ∈Mm,n(K) : rankV = n}

and let GLn(K) act by right multiplication. Identifying S with the set of
linear embeddings

ϕ : Kn → Km,

we see that the map ϕ 7→ im(ϕ) yields a bijection

S/GLn(K) → Grn,m(K)

of the orbit space onto the Graßmannian of n-dimensional subspaces in Km.

Definition 1.4.4 Let (Pi,Mi, G, qi), i = 1, 2, be principal bundles.
(a) A smooth map ϕP : P1 → P2 is called a morphism of principal bundles

if it is G-equivariant, i.e.,

ϕP (p.g) = ϕP (p).g for p ∈ P1, g ∈ G.

Then it is in particular a morphism of fiber bundles and induces a smooth
map ϕM : M1 →M2.

(b) A morphism ϕP : P1 → P2 of fiber bundles is called an isomorphism
if there exists a morphism ψP : P2 → P1 satisfying

ϕP ◦ ψP = idP2 and ψP ◦ ϕP = idP1 .

If an isomorphism ϕP : P1 → P2 exists, then the corresponding principal
bundles are said to be isomorphic.

(c) If M1 = M2 = M , then a morphism ϕP : P1 → P2 of principal bun-
dles is called an equivalence if ϕM = idM . Accordingly, the corresponding
bundles are said to be equivalent. It is easy to see that we thus obtain an
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equivalence relation on the class of all principal G-bundles over M . The set
of all equivalence classes is denoted Bun(M,G). For finite-dimensional Lie
groups, the description of this set is considerably easier than the correspond-
ing classification problem for fiber bundles.

(d) A principal bundle (P,M,G, q, σ) is called trivial if it is equivalent to
the bundle (M × G,M,G, pM , σ), where pM(m, g) = m and σ((m, g), h) =
(m, gh).

The following lemma is a convenient tool to detect isomorphisms of prin-
cipal bundles.

Proposition 1.4.5 A morphism ϕP : P1 → P2 of G-principal bundles is an
isomorphism if and only if the induced map ϕM : M1 → M2 is a diffeomor-
phism.

Proposition 1.4.6 A principal G-bundle q : P →M is trivial if and only if
it has a smooth section.

Proof. If the bundle is trivial, then it clearly has a smooth section. If,
conversely, s : M → P is a smooth section, then the map

ϕ : M ×G→ P, (m, g) 7→ s(m)g

is a smooth morphism of principal G-bundle with ϕM = idM , hence an
equivalence by Proposition 1.4.5.

Definition 1.4.7 (The group of bundle automorphisms) For a principal
bundle (P,M,G, q, σ), the automorphism group is

Aut(P ) = {ϕ ∈ Diff(P ) : (∀g ∈ G) ϕ ◦ σg = σg ◦ ϕ} = Diff(P )G,

i.e., the group of all diffeomorphisms of P commuting with the G-action.

Proposition 1.4.8 (The automorphism group of a trivial principal bun-
dle) Consider the trivial G-bundle (M ×G,M,G, pM , σ) with σ((m, g), h) :=
(m, g).h := (m, gh). Then the group Diff(M) acts by G-bundle isomorphisms
on M ×G via

ϕ.(m, g) := ϕ̃(m, g) := (ϕ(m), g)
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and the group C∞(M,G), on which we define the group structure by the
pointwise product, acts by gauge transformations via

γ.(m, g) := Φγ(m, g) := (m, γ(m)g).

Moreover, α(ϕ)(γ) := γ ◦ ϕ−1 defines is a group homomorphism

α : Diff(M) → Aut(C∞(M,G)),

and the map

C∞(M,G) oα Diff(M) → Aut(M ×G), (γ, ϕ) 7→ Φγ ◦ ϕ̃,

is an isomorphism of groups. In particular,

Gau(M ×G) ∼= C∞(M,G).

Definition 1.4.9 (Pullbacks of principal bundles) If (P,M,G, q, σ) is a prin-
cipal bundle and f : X → M a smooth map, then the pullback bundle of P
by f .

f ∗P := {(x, p) ∈ X × P : f(x) = q(p)}

carries the structure of a G-principal bundle, defined by the projection
pX : f ∗P → X and the G-action (x, p).g := (x, p.g).

Remark 1.4.10 (a) If P is trivial, then any pullback f ∗P is also trivial.

(b) If f is constant, then f ∗P is also trivial.

(c) For the projection map q : P → M , the pullback q∗P is a trivial G-
principal bundle over P . In fact, the map s(p) := (p, p) defines a smooth
section (cf. Proposition 1.4.6).

Proposition 1.4.11 The image of Γ: Aut(P ) = Diff(P )G → Diff(M) co-
incides with the subgroup

Diff(M)P := {ϕ ∈ Diff(M) : ϕ∗P ∼ P}.
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1.5 Vector Bundles

Definition 1.5.1 Let V be a vector space. A vector bundle is a fiber bundle
(V,M, V, q) for which all fibers Vm, m ∈ M , carry vector space structures,
and each point m ∈M has an open neighborhood U for which there exists a
Ck-diffeomorphism

ϕU : U × V → q−1(U) = VU ,

satisfying q ◦ ϕU = pU and all maps

ϕU,x : V → Vx, v 7→ ϕU(x, v)

are linear isomorphisms.

Example 1.5.2 For each smooth n-dimensional manifold M , the tangent
bundle TM is a vector bundle (TM,M,Rn, q).

Definition 1.5.3 If q : V →M is a smooth vector bundle, then the space

ΓV := {s ∈ C∞(M,V) : q ◦ s = idM}

of smooth sections carries a vector space structure defined by

(s1 + s2)(m) := s1(m) + s2(m) and (λs)(m) := λs(m).

Moreover, for each f ∈ C∞(M) := C∞(M,R) and s ∈ ΓV, the product

(fs)(m) := f(m)s(m)

is a smooth section of V. We thus obtain on ΓV the structure of a C∞(M)-
module, i.e., the following relations hold for f, f1, f2 ∈ C∞(M) and s, s1, s2 ∈
ΓV:

(f1 + f2)s = f1s+ f2, (f1f2)s = f1(f2s), f(s1 + s2) = fs1 + fs2.

Definition 1.5.4 A morphisms of vector bundles f : V1 → V2 is a mor-
phism of fiber bundles which is fiberwise linear. Accordingly we define iso-
morphisms, equivalences and triviality of a vector bundle.

In a similar way as for principal bundles, we obtain:
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Proposition 1.5.5 (The automorphism group of a trivial vector bundle)
Consider the trivial vector bundle (M×V,M, V, pM). Then the group Diff(M)
acts by vector bundle isomorphisms on M × V via

ϕ.(m, v) := ϕ̃(m, v) := (ϕ(m), v)

and the group C∞(M,GL(V )), on which we define the group structure by the
pointwise product, acts by gauge transformations via

γ.(m, v) := Φγ(m, v) := (m, γ(m)v).

Moreover, α(ϕ)(γ) := γ ◦ ϕ−1 defines is a group homomorphism

α : Diff(M) → Aut(C∞(M,GL(V ))),

and the map

C∞(M,GL(V )) oα Diff(M) → Aut(M × V ), (γ, ϕ) 7→ Φγ ◦ ϕ̃,

is an isomorphism of groups. In particular,

Gau(M × V ) ∼= C∞(M,GL(V )).

Remark 1.5.6 If q : V → M is a trivial vector bundle with n-dimensional
fiber, then there exist n sections s1, . . . , sn ∈ ΓV which are linearly indepen-
dent in each point of M . Then the map

s : M × Rn → V, (m,x) 7→
n∑
i=1

xisi(x)

defines an isomorphism of vector bundles.
Therefore, for a vector bundle V, the maximal number k for which there

exists a set s1, . . . , sk of sections which are everywhere linearly independent
measures the “degree of triviality” of the bundle. We call this number α(V).

The famous 1-2-4-8-Theorem asserts that the tangent bundle T (Sn) is
trivial if and only if n = 0, 1, 3, 7. For all other n-dimensional spheres we
have α(T (Sn)) < n. For spheres these numbers can be computed with the
theory of Clifford algebras. For n = 2, the Hairy Ball Theorem (Satz vom
Igel) asserts that each vector field has a zero, i.e., that α(T (S2)) = 0.

Proposition 1.5.7 For a vector bundle (V,M, V, q), the assignment

(ϕ.s)(m) := ϕ(s(ϕ−1
M (m)))

defines a representation of the automorphism group Aut(V) on ΓV.
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1.6 Associated bundles and structure groups

Definition 1.6.1 Let (P,M,G, q, σ) be a principal bundle and

τ : G× F → F, (g, f) 7→ g.f

be a smooth action of G on F . Then

τ(P ) := P ×τ F := P ×G F := (P × F )/G

is the set of G-orbits of G in P × F under the left action

g.(p, f) := (p.g−1, g.f)

(which is free and proper). We write [p, f ] := G.(p, f) for the G-orbit of
(p, f). Then

q̃ : P ×G F →M, [p, f ] 7→ q(p)

defines an F -fiber bundle (P ×G F,M,F, q̃).
The so obtained bundle is called the bundle associated to P by τ and G

is called the structure group of the associated bundle P ×G F .

Lemma 1.6.2 For an associated bundle E = P ×G F , the map

Φ: Aut(P ) → Aut(E), Φ(ϕ)([p, f ]) := [ϕ(p), f ]

is a group homomorphism with Φ(ϕ)M = ϕM .

Aut(P )
Φ−−−→ Aut(E)yΓP

yΓE

Diff(M)
id−−−→ Diff(M)

The following proposition provides a realization of section of associated
bundles in terms of smooth functions on P . This is convenient in many
situations.

Proposition 1.6.3 (Sections of associated bundles) If (P,M,G, q, σ) is a
principal bundle and τ : G× F → F a smooth action, then we write

C∞(P, F )G := {α ∈ C∞(P, F ) : (∀g ∈ G)(∀p ∈ P ) α(p.g) = g−1.α(p)}

for the space of equivariant smooth functions. Then the map

Ψ: C∞(P, F )G → Γ(P ×G F ),

defined by Ψ(α)(q(p)) := [p, α(p)], is a bijection.
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Example 1.6.4 If (P,M,G, q, σ) is a principal bundle and π : G → GL(V )
is a smooth representation of G on V , then the associated bundle

V := P ×π V := P ×G V

is a vector bundle. The canonical homomorphism Aut(P ) → Aut(V) defines
a natural representation of the group Aut(P ) on the vector space

ΓV ∼= C∞(P, V )G by (ϕ.α)(p) := α(ϕ−1(p))

(cf. Proposition 1.6.3).

Example 1.6.5 (Induced representations of Lie groups) Let G be a Lie
group and H ⊆ G a closed subgroup. Then q : G → G/H defines an H-
principal bundle over the homogeneous space M = G/H and the left action
of G on itself defined by the group multiplication yields an action of G by
H-bundle automorphism:

g.(g′.h) = gg′h = (gg′).h.

The map

G→ Diff(G)H = AutH(G), g 7→ λg

is the corresponding group homomorphism.

In, particular, we obtain for each smooth representation π : H → GL(V )
a representation of G on the space Γ(Vπ) of smooth sections of the vector
bundle Vπ := G×π V :

(πG(g)s)(xH) = g.s(g−1xH).

Identifying Γ(Vπ) with C∞(G, V )H , this representation corresponds to

πG(g)α = α ◦ λ−1
g .

This representation is called an induced representation. More precisely, it
is called the representation of G induced by the representation π of H.
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The conjugation bundle

Definition 1.6.6 Each Lie group G acts on itself by conjugation

C : G×G→ G, (g, x) 7→ cg(x) := gxg−1.

For each principal bundle (P,M,G, q, σ) we thus obtain an associated bundle

C(P ) := P ×G G = (P ×G)/G, g.(p, h) = (p.g−1, ghg−1),

called the conjugation bundle of P .
Its space of smooth sections can be identified with

Γ(C(P )) ∼= C∞(P,G)G

= {f ∈ C∞(P,G) : (∀p ∈ P )(∀g ∈ G) f(p.g) = g−1f(p)g}.

We see in particular that the space of smooth sections carries a group struc-
ture, defined by pointwise multiplication.

The following proposition shows that this space of sections is isomorphic
to the group of gauge transformations. We thus obtain a nice description of
gauge transformations by smooth functions, even if the bundle is not trivial.

Proposition 1.6.7 Each equivariant function f ∈ C∞(P,G)G defines a
gauge transformation of P by

ϕf (p) := p.f(p)

and the map

Φ: Γ(C(P )) ∼= C∞(P,G)G → Gau(P ), f 7→ ϕf

is an isomorphism of groups.



Chapter 2

Bundles and Cocycles

In this chapter we first explain how fiber bundles can be constructed from
trivial bundles by a glueing process, defined by a collection of transition
functions. This leads to a completely local description on the bundle in
terms of bundle charts. This is applied in Section 2.2 to obtain a convenient
local description of sections of associated bundle in terms of families of local
sections of trivial bundles, satisfying certain transition relations. Finally, we
use the local description of bundles to show that each vector bundle V with
fiber V is associated in a natural way to a GL(V )-principal bundle, called
the frame bundle Fr(V) of V.

2.1 Local description of bundles

Fiber bundles from transition functions

Let (E,B, F, q) be a fiber bundle and U = (Ui)i∈I be an open covering of B,
for which the restrictions EUi

are trivial, so that we have bundle charts

ϕi := ϕUi
: Ui × F → EUi

.

For i, j ∈ I we put Uij := Ui ∩ Uj. If this set is non-empty, then the map

ϕ−1
i ◦ ϕj : Uij × F → Uij × F

is a self equivalence, i.e., a gauge transformation, of the trivial bundle Uij×F ,
hence of the form

ϕ−1
i ◦ ϕj(b, f) = (b, gij(b)(f)), (2.1)

17
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where gij ∈ C∞(Uij,Diff(F )), in the sense of Lemma 1.3.4. It is clear from
the construction that the functions gij satisfy the relations

gii = 1 and gijgjk = gik on Uijk := Ui ∩ Uj ∩ Uk. (2.2)

Proposition 2.1.1 (a) If (gij)i,j∈I is a collection of functions
gij ∈ C∞(Uij,Diff(F )) satisfying (2.2), then there exists a bundle (E,B, F, q)
and bundle charts

ϕUi
: Ui × F → EUi

such that (2.1) holds.
(b) Two bundles constructed as in (a) for families (gij) and (g′ij) are

equivalent if and only if there exist smooth functions hi ∈ C∞(Ui,Diff(F ))
with

gij = hi · g′ij · h−1
j on Uij.

Proof. (Sketch) (a) We consider the disjoint union

Ẽ := ∪̇i∈I{i} × Ui × F.

Then

(i, x, f) ∼ (j, x′, f ′) ⇐⇒ x′ = x, f ′ = gji(x)(f)

defines an equivalence relation on Ẽ. The quotient topology turns the set
E := Ẽ/ ∼ of equivalence classes into a topological space and on which the
projection map

q : E → B, q([(i, x, f)]) := x

is well-defined and continuous.
For each i ∈ I we have a map

ϕi : Ui × F → E, (x, f) 7→ [(i, x, f)]

which is easily seen to be injective. These maps satisfy

ϕij(x, f) := ϕ−1
i ◦ ϕj(x, f) = (x, gij(x)(f)), x ∈ Uij.

Since for each open subset O ⊆ Ui × F , the subsets

ϕji(O ∩ (Uij × F )) ⊆ Uj × F
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are open, the image ϕi(O) is open in E. Hence ϕi is an open embedding. In
particular, all subsets ϕi(Ui × F ) of E are Hausdorff.

Since the map q is continuous, two elements p1 6= p2 ∈ E with q(p1) 6=
q(p2) have disjoint open neighborhoods. If q(p1) = q(p2), both points lie
in some set ϕi(Ui × F ), which is open and Hausdorff, so that p1 and p2

has disjoint open neighborhoods contained in this subset. Therefore E is
Hausdorff.

Since the maps ϕij are diffeomorphisms, there exists a unique smooth
manifold structure on E for which all maps

ϕi : Ui × F → E, (x, f) 7→ [(i, x, f)]

are diffeomorphisms onto open subsets. We thus obtain on E the structure
of a fiber bundle (E,B, F, q), for which the maps ϕi, i ∈ I, form a bundle
atlas with transitions functions gij.

(b) If E ′ is the bundle constructed from the functions g′ij are in (a), then
any bundle equivalence ϕE : E ′ → E is given in the bundle charts over the
open sets Ui by some hi ∈ C∞(Ui,Diff(E)) because

ϕ−1
i ◦ ϕE ◦ ϕ′i ∈ Gau(Ui × F ), (b, f) 7→ (b, hi(b)(f))

(cf. Lemma 1.3.4). Then we immediately get from

ϕ−1
j ◦ ϕi ◦ ϕ−1

i ◦ ϕE ◦ ϕ′i ◦ ϕ′i
−1 ◦ ϕ′j = ϕ−1

j ◦ ϕE ◦ ϕ′j
the relation

gji · hi · g′ij = hj on Uij,

and hence
gij = hi · g′ij · h−1

j . (2.3)

If, conversely, (2.3) is satisfied by the family (hi)i∈I , then

ϕE(ϕ′(b, f)) := ϕi(b, hi(b)(f))

yields a well-defined bundle equivalence E ′ → E because for (b, f) ∈ Uij ×F
the relation

ϕ′j(b, f) = ϕ′i(b, g
′
ij(b)(f))

implies that

ϕi(b, hi(b) ◦ g′ij(b)(f)) = ϕi(b, gij(b) ◦ hj(b)(f)) = ϕj(b, hj(b)(f)).
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Principal bundles

Now let G be a Lie group and U = (Ui)i∈I be an open cover of the smooth
manifold M . We define the set

Ž1(U , G) := {(gij) ∈
∏
ij

C∞(Uij, G) : gii = 1, gijgjk = gik on Uijk, i, j, k ∈ I}

of smooth Čech-1-cocycles with values in G with respect to U . Since the
groups C∞(Ui, G) are naturally isomorphic to the group Gau(Ui × G) of
gauge transformations of the trivial G-bundle (Proposition 1.4.8), it follows
as in the preceding subsection, that each bundle atlas (ϕi, PUi

)i∈I of a G-
principal bundle (P,M,G, q, σ) leads to a Čech-1-cocycle (gij), defined by

ϕ−1
i ◦ ϕj(x, g) = (x, gij(x)g), (2.4)

Conversely, a slight variation of Proposition 2.1.1 implies that for each ele-
ment (gij) ∈ Ž1(U , G) there exists a principal bundle (P,M,G, q, σ) which is
trivial on each Ui and for which there exist bundle charts whose transition
functions are given by the (gij). Moreover, the bundle constructed for two
1-cocycles (gij) and (g′ij) are equivalent if and only if there exists a collection
of smooth functions hi : Ui → G, satisfying

gij = hig
′
ijh

−1
j on Uij.

Definition 2.1.2 To get hold of the algebraic structure behing these con-
structions, we define the set

Č0(U , G) :=
∏
i∈I

C∞(Ui, G),

of Čech-0-cochains, which carries a natural group structure, given by the
pointwise product in each factor. This group acts naturally on the set
Ž1(U , G) by

(hi) ∗ (gij) := (higijh
−1
j ).

The set of orbits for this group action is denoted

Ȟ1(U , G) := Ž1(U , G)/Č0(U , G)

and called the first Čech cohomology set with respect to U with values in G.
This is a set with a base point [1], given by the orbit of the cocycle given by
the constant functions gij = 1. If G is not abelian, this set carries no natural
group structure.
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Collecting the information obtained so far, we have:

Proposition 2.1.3 The construction in Proposition 2.1.1 yields a bijection
between the elements of Ȟ1(U , G) and principal bundles (P,M,G, q, σ) for
which all restrictions PUi

are trivial.

Since a general G-bundle over M need not be trivialized by a given open
cover U , one has to use refinements of open covers. We call an open cover
V = (Vj)j∈J a refinement of the open cover U = (Ui)i∈I if there exists for
each j ∈ J an element α(j) ∈ I with Vj ⊆ Uα(j). Then we have a natural
map

rU ,V : Ȟ1(U , G) → Ȟ1(V , G), [(gij)i,j∈I ] 7→ [(gα(i),α(j)|Vij
)i,j∈J ].

The corresponding direct limit set is denoted

Ȟ1(M,G) := lim
−→ UȞ

1(U , G).

Theorem 2.1.4 The cohomology set Ȟ1(M,G) parameterizes the equiva-
lence classes of principal G-bundles over M .

Remark 2.1.5 If G is abelian, then the restriction maps rU ,V are group
homomorphisms, so that the direct limit Ȟ1(M,G) inherits a natural group
structure.

2.2 Sections of associated bundles

In this section (P,M,G, q, σ) denotes a principal bundle and (ϕi, Ui)i∈I a cor-
responding bundle atlas with transition functions gij ∈ C∞(Uij, G), defined
by

ϕi(x, g) = ϕj(x, gji(x)g).

Let τ : G×F → F be a smooth action of G on the manifold F and form the
associated bundle Pτ = P ×τ F . Then Pτ is also trivialized over each Ui by
the canonical bundle charts

ϕτ (x, f) := [ϕi(x,1), f ],

so that each smooth section s : M → Pτ leads on each Ui to a smooth function
si : Ui → F , defined by

s(x) = ϕτi (x, si(x)), x ∈ Ui.
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Proposition 2.2.1 A family si ∈ C∞(Ui, F ), i ∈ I, defines a section of Pτ
if and only if the relation

sj(x) = gji(x).si(x) holds for x ∈ Uij.

Remark 2.2.2 In Proposition 1.6.3 we have seen that the map

Γ(Pτ ) → C∞(P, F )G, s 7→ α, s(q(p)) = [p, α(p)]

is a bijection.
The passage between the family (si)i∈I defining a section s and this pic-

ture is established by the formula

α(ϕi(x, g)) = g−1.si(x).

In fact, for x ∈ Ui and p = ϕi(x,1), we have

s(x) = ϕτi (x, si(x)) = [ϕi(x,1), si(x)].

Remark 2.2.3 For the bundle P itself, the trivializations ϕi define smooth
local sections

γi : Ui → P, γi(x) = ϕi(x,1),

satisfying
γi = γj · gji on Uij.

A global section s : M → P now corresponds to a family of smooth func-
tions si : Ui → G, satisfying

s(x) = γi(x) · si(x), x ∈ Ui, sj = gjisi on Uij.

Proposition 2.2.4 For a principal bundle (P,M,G, q, σ), the following are
equivalent:

(a) P has a global smooth section.

(b) P is trivial.

(c) There exists a smooth G-equivariant function f : P → G.

Proof. (a) ⇒ (b): If s : M → P is a smooth section, then the map
ϕ : M × G → P, (m, g) 7→ s(m)g is a G-bundle equivalence (cf. Proposi-
tion 1.4.5).
(b) ⇒ (c): If ψ : P →M×G is a G-bundle equivalence, then prG ◦ψ : P → G
is smooth and G-equivariant.
(c) ⇒ (b): The map ϕ := (q, f) : P →M ×G is a G-bundle equivalence.
(b) ⇒ (a) is trivial.
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Example 2.2.5 Let C(P ) = P ×C G denote the conjugation bundle whose
space of sections Γ(C(P )) is isomorphic to the group of gauge transforma-
tions. In view of Proposition 2.2.1, the sections of this bundle are given in
terms of the local trivializations by a family of smooth functions si : Ui → G,
satisfying

sj = gji · si · g−1
ji = gji · si · gij on Uij. (2.5)

The corresponding local gauge transformations are given by

ψi : Ui ×G→ Ui ×G, ψi(x, g) = (x, si(x)g).

We may also write the transformation law (2.5) as

gji = sjgjis
−1
i ,

which identifies the tuple (si)i∈I as an element in the group Č0(U , G), stabi-
lizing the cocycle (gij). This shows that

Gau(P ) ∼= Č0(U , G)(gij).

2.3 Vector bundles as associated bundles

In Section 1.6 we have already seen how to obtain vector bundles as associated
bundle of a principal bundle (P,M,G, q, σ) via representations (π, V ) of the
structure group G. The following theorem provides a converse:

Theorem 2.3.1 (a) If (P,M,GL(V ), q, σ) is a GL(V )-principal bundle and
(π, V ) the identical representation of GL(V ) on V , then V := P ×π V is a
vector bundle with fiber V .

(b) If, conversely, (V,M, V, q) is a vector bundle over M , then its frame
bundle

Fr(V) =
⋃
m∈M

Iso(V,Vm)

carries the structure of a GL(V )-principal bundle with respect to the action
ϕ.g := ϕ ◦ g. The evaluation map

Fr(V)× V → V, (ϕ, v) 7→ ϕ(v)

induces a bundle equivalence

Fr(V)×π V → V, [(ϕ, v)] 7→ ϕ(v).
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Remark 2.3.2 The preceding theorem easily implies that for two vector
bundles V1, V2 with fiber V over M we have

V1 ∼ V2 ⇐⇒ Fr(V1) ∼ Fr(V2).

This leads to a bijection of the set Bun(M,GL(V )) of equivalence classes
of GL(V )-bundles over M and the set Vbun(M,V ) of equivalence classes of
V -vector bundles over M .

Using the frame bundle, we can immediately attach to a vector bundle
several new vector bundles in a functorial manner.

Definition 2.3.3 Let (V,M, V, q) be a vector bundle over M and Fr(V) its
frame bundle.

(a) The dual bundle is defined as the vector bundle associated to Fr(V)
by the dual representation

π∗ : GL(V ) → GL(V ∗), π∗(g)(α) := α ◦ g−1,

V∗ := Fr(V)×π∗ V
∗.

We then have V∗
m
∼= (Vm)∗ in each m ∈M .

(b) More generally, we can use the tensor representation

πr,s := π⊗r ⊗ (π∗)⊗s : GL(V ) → GL(V ⊗r ⊗ (V ∗)⊗s),

to define the tensor bundle

T r,s(V) := V⊗r ⊗ (V∗)⊗s,

whose fibers are the spaces

T r,s(V)m := V⊗r
m ⊗ (V∗

m)⊗s.

In particular

T (0,1)(V) ∼= V∗ and T (1,1)(V) ∼= End(V).

(c) Of particular importance are also symmetric and alternating tensor
bundles. For example the representation

Sym2(π) : GL(V ) → GL(Sym2(V,R)), (g.β)(v1, v2) := β(g−1v1, g
−1v2)
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on the space Sym2(V,R) of real-valued symmetric bilinear forms on V leads
to the bundle

Sym2(V) := Fr(V)×Sym2(π) Sym2(V,R),

whose fibers are the spaces

Sym2(V)m ∼= Sym2(Vm,R)

of symmetric bilinear forms on Vm.
A Riemannian bundle metric on V is a smooth section g = (gm)m∈M

of this bundle with the addition property that each gm is positive definite.
Using partitions of unity, it is easy to show that such bundle metrics always
exist.

Definition 2.3.4 (a) The preceding constructions apply in particular to the
tangent bundle V = TM of a smooth manifold M . In this case we also write

T ∗(M) := T (M)∗

for the cotangent bundle and

T (r,s)(M) := T (r,s)(TM)

for the tensor bundles over M .
(b) Suppose that n = dimM , so that TM is an Rn-vector bundle with

structure group GLn(R). For any finite-dimensional vector space V , the
representation

Altk(π) : GLn(R) → GL(Altk(Rn, V )), (g.α)(v1, . . . , vk) := α(g−1v1, . . . , g
−1vk)

leads to the bundle Altk(TM, V ) whose sections form the space

Ωk(M,V ) := Γ Altk(TM, V )

of V -valued k-forms on M . The fibers of Altk(TM, V ) are the spaces

Altk(TM, V )m ∼= Altk(Tm(M), V )

of alternating k-linear maps Tm(M)k → V .
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Chapter 3

Cohomology of Lie Algebras

This chapter is of a purely algebraic nature. Here we discuss the algebraic
essentials behind the geometric theory of connections, their curvature and
characteristic classes of principal bundles. The key point which makes this
isolation of the algebraic content possible is that differential forms on a man-
ifold can be viewed as Lie algebra cochains for the Lie algebra V(M) of
smooth vector fields with values in the module C∞(M) of smooth functions
on M .

3.1 The Chevalley–Eilenberg Complex

Definition 3.1.1 Let V and W be vector spaces and p ∈ N. A multilinear
map f : W p → V is called alternating if

f(wσ1 , . . . , wσp) = sgn(σ)f(w1, . . . , wp)

for wi ∈ W and sgn(σ) is the sign of the permutation σ ∈ Sp. We write
Altp(V,W ) for the set of p-linear alternating maps and Multp(V,W ) for the
space of all p-linear maps V p → W . For p = 0 we put Mult0(V,W ) :=
Alt0(V,W ) := W .

Definition 3.1.2 Let g be a Lie algebra and V a g-module.
(a) For p ∈ N0, we write Cp(g, V ) := Altp(g, V ) for the space of alternating
p-linear mappings gp → V and call the elements of Cp(g, V ) p-cochains. We
also define

C(g, V ) :=
∞⊕
k=0

Ck(g, V ).

27
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On Cp(g, V ) we define the (Chevalley–Eilenberg) differential d by

dω(x0, . . . , xp) :=

p∑
j=0

(−1)jxj · ω(x0, . . . , x̂j, . . . , xp)

+
∑
i<j

(−1)i+jω([xi, xj], x0, . . . , x̂i, . . . , x̂j, . . . , xp),

where x̂j means that xj is omitted. Observe that the right hand side defines
for each ω ∈ Cp(g, V ) an element of Cp+1(g, V ) because it is alternating
(Exercise!). Putting the differentials on all the spaces Cp(g, V ) together, we
obtain a linear map d = dg : C(g, V ) → C(g, V ).

The elements of the subspace

Zk(g, V ) := ker(d|Ck(g,V ))

as called k-cocycles, and the elements of the spaces

Bk(g, V ) := d
(
Ck−1(g, V )) and B0(g, V ) := {0}

are called k-coboundaries. We will see below that d2 = 0, which implies that
Bk(g, V ) ⊆ Zk(g, V ), so that it makes sense to define the kth cohomology
space of g with values in the module V :

Hk(g, V ) := Zk(g, V )/Bk(g, V ).

(b) We further define for each x ∈ g and p > 0 the insertion map or contrac-
tion

ix : Cp(g, V ) → Cp−1(g, V ),
(
ixω

)
(x1, . . . , xp−1) = ω(x, x1, . . . , xp−1).

We further define ix to be 0 on C0(g, V ).

Remark 3.1.3 For elements of low degree we have in particular:

p = 0 : dω(x) = x · ω
p = 1 : dω(x, y) = x · ω(y)− y · ω(x)− ω([x, y])
p = 2 : dω(x, y, z) = x · ω(y, z)− y · ω(x, z) + z · ω(x, y)

−ω([x, y], z) + ω([x, z], y)− ω([y, z], x)

= x · ω(y, z) + y · ω(z, x) + z · ω(x, y)

−ω([x, y], z)− ω([y, z], x)− ω([z, x], y).
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Example 3.1.4 (a) This means that

Z0(g, V ) = V g := {v ∈ V : g · v = {0}}

is the maximal trivial submodule of V . Since B0(g, V ) is trivial by definition,
we obtain

H0(g, V ) = V g.

(b) The elements α ∈ Z1(g, V ) are also called crossed homomorphisms.
They are defined by the condition

α([x, y]) = x · α(y)− y · α(x), x, y ∈ g.

The elements α(x) · v := x · v of the subspace B1(g, V ) are also called princi-
pal crossed homomorphisms. It follows immediately from the definition of a
g-module that each principal crossed homomorphism is a crossed homomor-
phism.

If V is a trivial module, then it is not hard to compute the cohomology
spaces in degree one. In view of {0} = dV = dC0(g, V ) = B1(g, V ), we
have H1(g, V ) = Z1(g, V ), and the condition that α : g → V is a crossed
homomorphism reduces to α([x, y]) = {0} for x, y ∈ g. This leads to

H1(g, V ) ∼= Hom(g/[g, g], V ) ∼= HomLiealg(g, V ).

Example 3.1.5 Let g be an abelian Lie algebra and V a trivial g-module.
Then d = 0, so that Hp(g, V ) = Cp(g, V ) = Altp(g, V ) holds for each p ∈ N0.

Our first goal will be to show that d2 = 0. This can be proved directly
by an awkward computation. We will follow another way which is more
conceptual and leads to additional insights and tools which are useful in
other situations: Let (ρV , V ) be a g-module. Then the representations ρj of
g on the space Multp(g, V ) of p-linear V -valued maps on g, defined by(

ρj(x)ω
)
(x1, . . . , xp) := −ω(x1, . . . , xj−1, adx(xj), xj+1, . . . , xp)

do pairwise commute. Therefore the sum of these representations is again a
representation, and since they also commute with composition with ρV (x),
we obtain:
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Lemma 3.1.6 We have a representation g on C(g, V ), given on α ∈ Cp(g, V )

Lxα = ρV (x) ◦ α+

p∑
i=1

ρi(x)α,

i.e.,

Lxω(x1, . . . ,xp)

=x · ω(x1, . . . , xp)−
p∑
j=1

ω(x1, . . . , xj−1, [x, xj], xj+1, . . . , xp)

=x · ω(x1, . . . , xp) +

p∑
j=1

(−1)jω([x, xj], x1, . . . , x̂j, . . . , xp).

Note that ρ0 :=
∑p

i=1 ρi is the representation on Cp(g, V ) corresponding
to the trivial module structure on V .

Lemma 3.1.7 (Cartan Formula) The representation ρ : g → gl
(
C(g, V )

)
satisfies the Cartan formula

Lx = d ◦ ix + ix ◦ d. (3.1)

Proof. Using the insertion map ix0 , we can rewrite the formula for the
differential as(

ix0dω
)
(x1, . . . , xp)

= x0 · ω(x1, . . . , xp)−
p∑
j=1

(−1)j−1xj · ω(x0, . . . , x̂j, . . . , xp)

+

p∑
j=1

(−1)jω([x0, xj], x1, . . . , x̂j, . . . , xp)

+
∑

1≤i<j

(−1)i+jω([xi, xj], x0, . . . , x̂i, . . . , x̂j, . . . , xp)
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=x0 · ω(x1, . . . , xp)−
p∑
j=1

ω(x1, . . . , xj−1, [x0, xj], xj+1, . . . , xp)

−
p∑
j=1

(−1)j−1xj · ω(x0, . . . , x̂j, . . . , xp)

−
∑

1≤i<j

(−1)i+jω(x0, [xi, xj], . . . , x̂i, . . . , x̂j, . . . , xp)

=(Lx0ω)(x1, . . . , xp)− d
(
ix0ω

)
(x1, . . . , xp).

This proves the Cartan formula.

Lemma 3.1.8 For x, y ∈ g, we have i[x,y] = [ix,Ly].

Proof. The explicit formula for Ly (Lemma 3.1.6) yields for x = x1 :
ixLy = Lyix − i[y,x].

Lemma 3.1.9 For each x ∈ g, we have [Lx, d] = 0.

Proof. In view of Lemma 3.1.8, we obtain with the Cartan formula

[Lx,Ly] = [d ◦ ix,Ly] + [ix ◦ d,Ly]
= [d,Ly] ◦ ix + d ◦ i[x,y] + i[x,y] ◦ d + ix ◦ [d,Ly]
= [d,Ly] ◦ ix + L[x,y] + ix ◦ [d,Ly],

so that the fact that ρ is a representation leads to

[d,Ly] ◦ ix + ix ◦ [d,Ly] = 0. (3.2)

We now prove by induction over k that [d,Ly] vanishes on Ck(g, V ). For
ω ∈ C0(g, V ) ∼= V , we have(

[d,Ly]ω
)
(x) = d(y · ω)(x)−

(
y · (dω)

)
(x)

= x · (y · ω)−
(
y · (x · ω)− dω([y, x])

)
= [x, y] · ω + [y, x] · ω = 0.

Suppose that [d,Ly]Ck(g, V ) = {0}. Then (3.2) implies that

ix[d,Ly]Ck+1(g, V ) = −[d,Ly]ixCk+1(g, V ) ⊆ [d,Ly]Ck(g, V ) = {0}

for each x ∈ g. Hence [d,Ly]Ck+1(g, V ) = {0}. By induction, this leads to
[d,Ly] = 0 for each y ∈ g.
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Proposition 3.1.10 d2 = 0.

Proof. We put Lemma 3.1.9 into the Cartan Formula (3.1) and get

0 = [d,Lx] = d2 ◦ ix − ix ◦ d2. (3.3)

We use this formula to show by induction over k that d2 vanishes on Ck(g, V ).
For ω ∈ C0(g, V ) ∼= V , we have dω(x) = x · ω and

d2ω(x, y) = x·dω(y)−y·dω(x)−(dω)([x, y]) = x·(y·ω)−y·(x·ω)−[x, y]·ω = 0.

If d2(Ck(g, V )) = {0}, we use (3.3) to see that

ixd
2(Ck+1(g, V )) = d2ixC

k+1(g, V ) ⊆ d2(Ck(g, V )) = {0}

for all x ∈ g, and hence that d2(Ck+1(g, V )) = {0}. By induction on k, this
proves d2 = 0.

Since the differential commutes with the action of g on the graded vector
space C(g, V ) (Lemma 3.1.9), the space of k-cocycles and of k-coboundaries
is g-invariant, so that we obtain a natural representation of g on the quotient
spaces Hk(g, V ).

Lemma 3.1.11 The action of g on Hk(g, V ) is trivial, i.e.,

Lg(Z
k(g, V )) ⊆ Bk(g, V ).

Proof. In view of Lemma 3.1.7, we have for ω ∈ Zk(g, V ) the relation

Lxω = ixdω + d
(
ixω

)
= d

(
ixω

)
∈ Bk(g, V ).

Hence the g-action induced on the cohomology space Hk(g, V ) is trivial.

Extensions and Cocycles

In this section we interprete the cohomology spaces in degree 2 in terms of
extensions of Lie algebras.
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Definition 3.1.12 (a) Let g and n be Lie algebras. A short exact sequence
of Lie algebra homomorphisms

0 → n
ι−−→ĝ

q−−→g → 0

(this means ι injective, q surjective, and im ι = ker q) is called an extension of
g by n. If we identify n with its image in ĝ, this means that ĝ is a Lie algebra
containing n as an ideal satisfying ĝ/n ∼= g. If n is abelian (central) in ĝ, then
the extension is called abelian (central). Two extensions n ↪→ ĝ1 →→ g and
n ↪→ ĝ2 →→ g are called equivalent if there exists a Lie algebra homomorphism
ϕ : ĝ1 → ĝ2 such that the diagram

n
ι1−−→ ĝ1

q1−−→ gyidn

yϕ

yidg

n
ι2−−→ ĝ2

q2−−→ g

commutes. It is easy to see that this implies that ϕ is an isomorphism of Lie
algebras (Exercise).
(b) We call an extension q : ĝ → g with ker q = n trivial, or say that the
extension splits, if there exists a Lie algebra homomorphism σ : g → ĝ with
q ◦ σ = idg. In this case the map

n oδ g → ĝ, (a, x) 7→ a+ σ(x)

is an isomorphism, where the semidirect sum is defined by the homomorphism

δ : g → der(n), δ(x)(a) := [σ(x), a].

For a trivial central extension we have δ = 0 and therefore ĝ ∼= n× g.
(c) A particular important case arises if n is abelian. Then each Lie algebra
extension q : ĝ → g of g by n leads to a g-module structure on n defined by
q(x) · n := [x, n], which is well defined because [n, n] = {0}. It is easy to
see that equivalent extensions lead to the same module structure (Exercise).
Therefore it makes sense to write Extρ(g, n) for the set of equivalence classes
of extensions of g by n corresponding to the module structure given by the
representation

ρ : g → gl(n) = der(n).

For a g-module V , we also write Ext(g, V ) := ExtρV
(g, V ), where ρV is the

representation of g on V corresponding to the module structure.
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Proposition 3.1.13 For an element ω ∈ C2(g, V ), the formula

[(v, x), (v′, x′)] = (x · v′ − x′ · v + ω(x, x′), [x, x′])

defines a Lie bracket on V × g if and only if ω ∈ Z2(g, V ). For a cocycle
ω ∈ Z2(g, V ) we write gω := V ⊕ω g for the corresponding Lie algebra. Then
we obtain for each cocycle ω an extension of g by the abelian ideal V :

0 → V ↪→ gω →→ g → 0.

This extension splits if and only if ω is a coboundary.
The map Γ̃ : Z2(g, V ) → Ext(g, V ), ω 7→ [gω], defined by assigning to ω

the equivalence class of the extension gω induces a bijection

Γ: H2(g, V ) → Ext(g, V ), [ω] 7→ [gω].

Therefore H2(g, V ) classifies the abelian extensions of g by V for which the
corresponding representation of g on V is given by the module structure on V .

Proof. An easy calculation shows that gω = V ⊕ω g is a Lie algebra if
and only if ω is a 2-cocycle, i.e., an element of Z2(g, V ).

To see that every abelian Lie algebra extension q : ĝ → g with ker q = V
(as a g-module) is equivalent to some gω, let σ : g → ĝ be a linear map with
q ◦ σ = idg. Then the map

V × g → ĝ, (v, x) 7→ v + σ(x)

is a bijection, and it becomes an isomorphism of Lie algebras if we endow
V × g with the bracket of gω for

ω(x, y) := [σ(x), σ(y)]− σ([x, y]). (3.4)

This implies that q : ĝ → g is equivalent to gω, and therefore that Γ̃ is
surjective.

Two Lie algebras gω and gω′ are equivalent as V -extensions of g if and
only if there exists a linear map ϕ : g → V such that the map

ϕ̃ : gω = V × g → gω′ = V × g, (a, x) 7→ (a+ ϕ(x), x)

is a Lie algebra homomorphism. This means that

ϕ̃([(a, x), (a′, x′)]) = ϕ̃(x · a′ − x′ · a+ ω(x, x′), [x, x′])

=
(
x · a′ − x′ · a+ ω(x, x′) + ϕ([x, x′]), [x, x′]

)
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equals

[ϕ̃(a, x), ϕ̃(a′, x′)] = (x · (a′ + ϕ(x′))− x′ · (a+ ϕ(x)) + ω′(x, x′), [x, x′])

= (x · a′ − x′ · a+ x · ϕ(x′)− x′ · ϕ(x) + ω′(x, x′), [x, x′]),

which is equivalent to

ω′(x, x′)− ω(x, x′) = ϕ([x, x′])− x · ϕ(x′) + x′ · ϕ(x) = −(dϕ)(x, x′).

Therefore gω and gω′ are equivalent abelian extensions of g if and only if ω′−ω
is a coboundary. Hence Γ̃ induces a bijection Γ: H2(g, V ) → Ext(g, V ).

3.2 Differential forms as Lie algebra cochains

Let M be a smooth manifold, g := V(M) the Lie algebra of smooth vec-
tor fields on M and W a vector space. We consider the g-module V :=
C∞(M,W ) of smooth W -valued functions on M . We want to identify the
space Ωp(M,W ) of W -valued p-forms with a subspace of the cochain space
Cp(g, V ). This is done as follows: To each ω ∈ Ωp(M,W ) we associate the
element ω̃ ∈ Cp(g, V ), defined by

ω̃(X1, . . . , Xp)(m) := ωm(X1(p), . . . , Xp(m))

and observe that ω̃ is C∞(M)-multilinear. We then have the following theo-
rem:

Theorem 3.2.1 The map

Φ: Ωp(M,W ) → AltpC∞(M)(V(M), C∞(M,W )), ω 7→ ω̃

is a bijection.

This will follow from three lemmas:

Lemma 3.2.2 Let M be a smooth manifold, m ∈ M and U an open neigh-
borhood of m. Then there exists a smooth function χ ∈ C∞(M) with the
following properties:

(a) χ = 1 in a neighborhood of m.
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(b) supp(χ) := {m ∈M : χ(m) 6= 0} is a compact subset of U . In particular,
χ = 0 on M \ U .

Lemma 3.2.3 For each v ∈ Tm(M), there exists a smooth vector field X ∈
V(M) with X(m) = v.

Proof. Let (ϕ,U) be a chart of M with m ∈ U and χ as in Lemma 3.2.2.
Then

X(q) :=

{
χ(q)Tq(ϕ)−1Tm(ϕ)v for q ∈ U
0 for q 6∈ supp(χ)

defines a smooth vector field on M with X(m) = v.

Lemma 3.2.4 If η ∈ AltpC∞(M)(V(M), C∞(M,W )) and Xi0(m) = 0 for

some i, then η(X1, . . . , Xp)(m) = 0.

Proof. Since η is alternating, we may w.l.o.g. assume that i0 = 1.
Case 1: Suppose first that X1 vanishes in a neighborhood U of m. Then we
pick χ as in Lemma 3.2.2. Now X1 = (1− χ)X1 implies that

η(X1, . . . , Xp)(m) = η((1− χ)X1, . . . , Xp)(m)

= (1− χ(m))η(X1, . . . , Xp)(m) = 0

follows from χ(m) = 1.
Case 2: Let (ϕ,U) be a chart with m ∈ U and χ as in Lemma 3.2.2. Then

η(X1, . . . , Xp)(m) = χ(m)2η(X1, . . . , Xp)(m) = χ(m)2η(X1, . . . , Xp)(m)

= η(χ2X1, . . . , Xp)(m).

The smooth vector fields Yi := (ϕ−1)∗ei ∈ V(U) form in each x ∈ U a
basis of Tx(M), so that

X1|U =
n∑
j=1

ajYj with aj ∈ C∞(U).

Then

χ2X1 =
n∑
j=1

(χ · aj)(χ · Yj),
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where we consider χaj and χYj as globally defined onM by 0 outside supp(χ).
From X1(m) = 0 we now derive aj(m) = 0 for each j, and therefore

η(X1, . . . , Xp)(m) =
n∑
j=1

(χ · aj)(m)η(χYj, X2, . . . , Xp)(m) = 0.

Proof. (of Theorem 3.2.1) To see that Φ is injective, suppose that
Φ(ω) = ω̃ = 0. Form ∈M and v1, . . . , vp ∈ Tm(M), we then use Lemma 3.2.3
to find smooth vector fields Xi with Xi(m) = vi. Then

ωm(v1, . . . , vp) = ω̃(X1, . . . , Xp)(m) = 0

leads to ωm, and hence to ω = 0 because m was arbitrary.
To see that Φ is surjective, let η ∈ AltpC∞(M)(V(M), C∞(M,W )). For

m ∈M , we then define ωm ∈ Altp(Tm(M),W ) by

ωm(v1, . . . , vp) := η(X1, . . . , Xp)(m), (3.5)

where Xi ∈ V(M) satisfies Xi(m) = vi. In view of Lemma 3.2.4, the right
hand side of (3.5) does not depend on the choice of the vector fields Xi. To
see that the (ωm)m∈M define a smooth differential form on M , we note that
for any chart (ϕ,U) and the corresponding basic fields Yi := T (ϕ)−1ei we
obtain global vector fields χYi with χ as in Lemma 3.2.2. Now

ω(Y1, . . . , Yp)(u) = ω(χY1, . . . , χYp)(u) = η(χY1, . . . , χYp)(u)

is smooth on the neighborhood χ−1(1) of m. This proves that ω ∈ Ωp(M,W )
and we clearly have ω̃ = η.

In the following we will identify Ωp(M,W ) with the subspace of C∞(M)-
multilinear elements in Cp(V(M), C∞(M,W )).

The elements of the space Ωp(M,W ) are called smooth W -valued p-forms
on M , and

Ω(M,W ) :=
⊕
p∈N0

Ωp(M,W )

is the space of exterior W -valued forms on M . The restriction of d to these
spaces is called the exterior differential. The space Ω(M,W ) is invariant
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under the differential d and the g-action given by the Lie derivative LXω.
Together with the exterior derivative, the spaces Ωp(M,W ) now form the de
Rham complex

· · · d−−→Ω2(M,W )
d−−→Ω1(M,W )

d−−→Ω0(M,W ) = C∞(M,W ).

The cohomology groups of this subcomplex are the de Rham cohomology
groups (with values in W )

Hp
dR(M,W ) :=

ker
(
d|Ωp(M,W )

)
d(Ωp−1(M,W ))

of M . Here Zp
dR(M,W ) := ker

(
d|Ωp(M,W )

)
is the space of closed forms and

Bp
dR(M,W ) := d(Ωp−1(M,W )) is the space of exact forms.

Remark 3.2.5 Since this is valid in the abstract context of Lie algebra
cochains, it follows in particular that the Lie derivative LX , the insertion
map iX and the exterior differential d satisfy the relations:

LX = iX ◦ d + d ◦ iX , [LX , iY ] = i[X,Y ] and [LX , d] = 0.

Here we use that the representation of V(M) on Ωp(M,R) defined by the Lie
derivative is given by the same formula as in Lemma 3.1.6.

3.3 Multiplication of Lie algebra cochains

Definition 3.3.1 Let g and Vi, i = 1, 2, 3, be vector spaces and

m : V1 × V2 → V3, (v1, v2) 7→ v1 ·m v2

be a bilinear map. For α ∈ Altp(g, V1) and β ∈ Altq(g, V2) we define

α ∧m β ∈ Altp+q(g, V3)

by

(α ∧m β)(x1, . . . , xp+q)

:=
1

p!q!

∑
σ∈Sp+q

sgn(σ)α(xσ(1), . . . , xσ(p)) ·m β(xσ(p+1), . . . , xσ(p+q)).
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For p = q = 1 we have in particular

(α ∧m β)(x, y) = α(x) ·m β(y)− α(y) ·m β(x).

For p = 1 and arbitrary q we get

(α ∧m β)(x0, . . . , xp) =

p∑
i=0

(−1)iα(xi) ·m β(x0, . . . , x̂i, . . . , xp). (3.6)

In the following we write for a p-linear map α : gp → V and σ ∈ Sp:

ασ(x1, . . . , xp) := α(xσ(1), . . . , xσ(p)) (3.7)

and
Alt(α) :=

∑
σ∈Sp

sgn(σ)ασ.

In this sense we have

α ∧m β =
1

p!q!
Alt(α ·m β),

where (α ·m β)(x1, . . . , xp+q) := α(x1, . . . , xp) ·m β(xp+1, . . . , xp+q).

Lemma 3.3.2 The contraction maps

ix : Altn(g, Vi) → Altn−1(g, Vi), i = 1, 2, 3;n ∈ N0,

satisfy
ix(α ∧m β) = (ixα) ∧m β + (−1)pα ∧m ixβ (3.8)

for α ∈ Altp(g, V1), β ∈ Altq(g, V2).

Remark 3.3.3 (The action of End(g)) For D ∈ End(g), α ∈ Multp(g, V )
and σ ∈ Sp we put

(D.α)(x1, . . . , xp) := −
p∑
i=1

α(x1, . . . , xi−1, Dxi, xi+1, . . . , xp).

Then we have the following relations:

(a) D.ασ = (D.α)σ (cf. (3.7)).
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(b) D.Alt(α) = Alt(D.α).

(c) D.(α ·m β) = (D.α) ·m β + α ·m D.β.

(d) D.(α∧mβ) = (D.α)∧mβ+α∧mD.β for α ∈ Altp(g, V1), β ∈ Altq(g, V2).

Remark 3.3.4 (Associativity properties) Suppose we have four bilinear maps

m12 : V1 × V2 → W, m3 : W × V3 → U

m23 : V2 × V3 → X, m1 : V1 ×X → U,

satisfying the associativity relation

v1 ·m1 (v2 ·m23 v3) = (v1 ·m12 v2) ·m3 v3

for vi ∈ Vi, i = 1, 2, 3. Then we obtain for αi ∈ Altpi(g, Vi) the relation

(α1 ·m12 α2) ·m3 α3 = α1 ·m1 (α2 ·m23 α3)

which in turn leads to

(α1 ∧m12 α2) ∧m3 α3 = α1 ∧m1 (α2 ∧m23 α3).

Example 3.3.5 An important special case of the situation discussed in the
previous remark is the following. Let V be a vector space and End(V ) the
algebra of its linear endomorphisms. Then we have two bilinear maps given
by evaluation

ev : End(V )× V → V, (ϕ, v) 7→ ϕ(v)

and composition

C : End(V )× End(V ) → End(V ), (ϕ, ψ) 7→ ϕ ◦ ψ.

They satisfy the associativity relation

ev(C(ϕ, ψ), v) = (ϕ ◦ ψ)(v) = ϕ(ψ(v)) = ev(ϕ, ev(ψ, v)).

For α ∈ Altp(g,End(V )), β ∈ Altq(g,End(V )) and γ ∈ Altr(g, V ) this leads
to the relation

α ∧ev (β ∧ev γ) = (α ∧C β) ∧ev γ.
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Remark 3.3.6 (Commutativity properties) Now we consider a bilinear map

m : V × V → V

and α ∈ Altp(g, V ), β ∈ Altq(g, V ).
If m is symmetric, then we find for their wedge product:

β ∧m α = (−1)pqα ∧m β (3.9)

and if m is skew-symmetric, we have

β ∧m α = (−1)pq+1α ∧m β. (3.10)

For the proof we use that the permutation γ ∈ Sp+q exchanging the first
p elements with the last p ones, satisfies sgn(γ) = (−1)pq.

Proposition 3.3.7 Let g be a Lie algebra, Vi, i = 1, 2, 3, be g-modules and
m : V1 × V2 → V3 be a g-invariant bilinear map, i.e.,

x.m(v1, v2) = m(x.v1, v2) +m(v1, x.v2), x ∈ g, vi ∈ Vi.

Then we have for α ∈ Cp(g, V1) and β ∈ Cq(g, V2) the relations

Lx(α ∧m β) = Lxα ∧m β + α ∧m Lxβ (3.11)

and
dg(α ∧m β) = dgα ∧m β + (−1)pα ∧m dgβ. (3.12)

Proof. The relation (3.11) follows easily from Remark 3.3.3(d).
For (3.12), we argue by induction on p and q. For p = 0 we have

(α ∧m β)(x1, . . . , xq) = α · β(x1, . . . , xq)

and

dg(α ∧m β)(x0, . . . , xq)

=

q∑
i=0

(−1)ixi.(α · β)(x0, . . . , x̂i, . . . , xq)

+
∑
i<j

(−1)i+jα · β([xi, xj], . . . , x̂i, . . . , x̂j, . . . , xq)

=

q∑
i=0

(−1)i(xi.α) · β(x0, . . . , x̂i, . . . , xq) + α · (dgβ)(x0, . . . , xq)
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and

(dgα ∧m β)(x0, . . . , xq) =
1

q!

∑
σ∈Sq+1

sgn(σ)(dgα)(xσ(0)) · β(xσ(1), . . . , xσ(q))

=
1

q!

q∑
i=0

∑
σ(0)=i

sgn(σ)(xi.α) · β(xσ(1), . . . , xσ(q))

=
1

q!

q∑
i=0

(−1)i(xi.α) · Alt(β)(x0, . . . , x̂i, . . . , xq)

=

q∑
i=0

(−1)i(xi.α) · β(x0, . . . , x̂i, . . . , xq).

This proves the assertion for p = 0. A similar argument works for q = 0. We
now assume that p, q ≥ 1 and that the assertion holds for the pairs (p− 1, q)
and (p, q − 1). Then we obtain with the Cartan formulas and Lemma 3.3.2
for x ∈ g:

ix(dgα ∧m β + (−1)pα ∧m dgβ)

= (ixdgα) ∧m β + (−1)p+1dgα ∧m ixβ + (−1)pixα ∧m dgβ + α ∧m ixdgβ

= Lxα ∧m β − dg(ixα) ∧m β + (−1)p+1dgα ∧m ixβ
+ (−1)pixα ∧m dgβ + α ∧m Lxβ − α ∧m dg(ixβ)

= Lx(α ∧m β)− dg(ixα ∧m β) + (−1)p+1dg(α ∧m ixβ)

= Lx(α ∧m β)− dg(ix(α ∧m β)) = ix(dg(α ∧m β)).

Since x was arbitrary, the assertion follows.

Remark 3.3.8 The preceding lemma implies that products of two cocy-
cles are cocycles and that the product of a cocycle with a coboundary is a
coboundary, so that we obtain bilinear maps

Hp(g, V1)×Hq(g, V2) → Hp+q(g, V3), ([α], [β]) 7→ [α ∧m β]

which can be combined to a product H•(g, U)×H•(g, V ) → H•(g,W ).

Example 3.3.9 If M is a smooth manifold and Vi = C∞(M,R), then we
consider the space Ωp(M,R) of real-valued p-forms on M as a subspace of
Cp(V(M), C∞(M,R)). Then the product

m(f1, f2) := f1f2
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on C∞(M,R) defines the usual wedge product of differential forms. From
Proposition 3.3.7 we derive immediately the relations

LX(α ∧ β) = Lxα ∧ β + α ∧ LXβ

and
d(α ∧ β) = dα ∧ β + (−1)pα ∧ dβ

for α ∈ Ωp(M,R) and β ∈ Ωq(M,R). This implies in particular that the
product of two closed forms is closed and if α = dγ is exact and β closed,
then

d(γ ∧ β) = α ∧ β
is exact. We thus obtain a well-defined product

Hp
dR(M,R)×Hq

dR(M,R) → Hp+q
dR (M,R), ([α], [β]) 7→ [α] ∧ [β] := [α ∧ β].

This leads to an associative algebra structure on the space HdR(M,R) :=⊕
p∈N0

Hp
dR(M,R), called the cohomology algebra of M . This algebra is

graded commutative, i.e.,

[α] ∧ [β] = (−1)pq[β] ∧ [α]

for [α] ∈ Hp
dR(M,R), [β] ∈ Hq

dR(M,R) (cf. Remark 3.3.6).

Definition 3.3.10 A Lie superalgebra (over a field K with 2, 3 ∈ K×) is a
Z/2Z-graded vector space g = g0 ⊕ g1 with a bilinear map [·, ·] satisfying

(LS1) [α, β] = (−1)pq+1[β, α] for x ∈ gp and y ∈ gq.

(LS2) [α, [β, γ]] = [[α, β], γ] + (−1)pq[β, [α, γ]] for α ∈ gp, β ∈ gq and γ ∈ gr.

Note that (LS1) implies that

[α, α] = 0 = [β, [β, β]] for α ∈ g0, β ∈ g1. (3.13)

Example 3.3.11 (a) Suppose that V is a Lie algebra, considered as a trivial
g-module. The bilinear bracket on C•(g, V ) :=

⊕
p∈N0

Cp(g, V ) defined by

Cp(g, V )× Cq(g, V ) → Cp+q(g, V ), (α, β) 7→ [α, β] := α ∧[·,·] β,

turns the Z/2Z-graded vector space C•(g, V ) = Ceven(g, V )⊕Codd(g, V ) into
a Lie superalgebra.
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In fact, (LS1) follows from Remark 3.3.6. The relation (LS2) for degα =
p, deg β = q and deg γ = r can be obtained from Remark 3.3.4 and the
Jacobi identity as follows. Let bV : V × V → V denote the Lie bracket on V .
Then

[α, [β, γ]] =
1

p!q!r!
Alt(α ·bV (β ·bV γ)).

The Jacobi identity in V implies

α ·bV (β ·bV γ) = (α ·bV β) ·bV γ +
(
β ·bV (α ·bV γ)

)σ
for a permutation σ ∈ Sp+q+r exchanging

{1, . . . , p} by {q + 1, . . . , q + p}

without changing the order in the subsets. Then sgn(σ) = (−1)pq and ap-
plying the alternator Alt yields (LS2).

(b) If M is a smooth manifold, g a finite-dimensional Lie algebra and

Ω(M, g) :=
∞⊕
p=0

Ωp(M, g),

then Ωp(M, g) ⊆ Altp(V(M), C∞(M, g)) for each p ∈ N0, and on C∞(M, g)
we have the Lie bracket, defined pointwise by:

[f, g](m) := [f(m), g(m)].

This Lie bracket is V(M)-invariant in the sense that

X[f, g] = [Xf, g] + [f,Xg],

so that Proposition 3.3.7 applies to the corresponding wedge product:

[α, β](X1, . . . , Xp+q)

:=
1

p!q!

∑
σ∈Sp+q

sgn(σ)[α(Xσ(1), . . . , Xσ(p)), β(Xσ(p+1), . . . , Xσ(p+q))].

We thus obtain on Ω(M, g) the structure of a Lie superalgebra. Its bracket is
compatible with the exterior differential and the Lie derivative in the sense
that

LX [α, β] = [LXα, β] + [α,LXβ]

and
d[α, β] = [dα, β] + (−1)p[α, dβ].
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3.4 Covariant derivatives and curvature

Definition 3.4.1 Let g be a Lie algebra and V a vector space, considered as
a trivial g-module, so that we have the corresponding Chevalley–Eilenberg
complex (C(g, V ), dg).

We now twist the differential in this complex with a linear map

S : g → End(V ),

i.e., an element S ∈ C1(g,End(V )). First we note that the bilinear evaluation
map ev : End(V )× V → V leads to a linear operator

S∧ : Cp(g, V ) → Cp+1(g, V ), α 7→ S ∧ev α.

The corresponding covariant differential on C(g, V ) is defined by

dS := S∧ + dg : Cp(g, V ) → Cp+1(g, V ), p ∈ N0.

In view of (3.6) this can also be written as

(dSα)(x0, . . . , xp) :=

p∑
j=0

(−1)jS(xj).α(x0, . . . , x̂j, . . . , xp)

+
∑
i<j

(−1)i+jα([xi, xj], x0, . . . , x̂i, . . . , x̂j, . . . , xp).

Proposition 3.4.2 Let RS(x, y) = [S(x), S(y)]−S([x, y]) for x, y ∈ g. Then

RS := dgS + 1
2
[S, S] ∈ C2(g,End(V )),

and for α ∈ Cp(g, V ) we have

d2
Sα = RS ∧ev α. (3.14)

In particular d2
S = 0 if and only if S is a homomorphism of Lie algebras, i.e.,

RS = 0.

Proof. For α ∈ Cp(g, V ) we get

d2
Sα = dS(S ∧ev α+ dgα)

= (S ∧ev (S ∧ev α)) + S ∧ev dgα+ dg(S ∧ev α) + d2
gα

= (S ∧C S) ∧ev α+ S ∧ev dgα+ (dgS ∧ev α− S ∧ev dgα)

= (S ∧C S) ∧ev α+ dgS ∧ev α = (S ∧C S + dgS) ∧ev α.
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Now

(S ∧C S)(x, y) = S(x)S(y)− S(y)S(x) = [S(x), S(y)] = 1
2
[S, S](x, y),

proves (3.14).
For v ∈ V ∼= C0(g, V ) we obtain in particular (d2

Sv)(x, y) = RS(x, y)v,
showing that d2

S = 0 on C•(g, V ) is equivalent to RS = 0, which means that
S : g → (End(V ), [·, ·]) is a homomorphism of Lie algebras.

The following proposition provides an abstract algebraic version of iden-
tities originating from the context of differential forms.

Proposition 3.4.3 Suppose that V is a Lie algebra, considered as a trivial
g-module. Let σ ∈ C1(g, V ) and put S = ad ◦σ and

Rσ := dgσ + 1
2
[σ, σ] ∈ C2(g, V ) i.e., Rσ(x, y) = [σ(x), σ(y)]− σ([x, y]).

Then the following assertions hold:

(1) d2
Sα = [Rσ, α] for α ∈ Cp(g, V ).

(2) Rσ satisfies the abstract Bianchi identity dSRσ = 0, i.e.,∑
cyc.

[σ(x), R(y, z)]−R([x, y], z) = 0.

(3) For γ ∈ C1(g, V ) we have

Rσ+γ = Rσ +Rγ + [σ, γ] = Rσ + dSγ + 1
2
[γ, γ].

Proof. (1) Since ad: V → End(V ) is a homomorphism of Lie algebras,
the definition of Rσ and Proposition 3.4.2 immediately lead for α ∈ Cp(g, V )
to

d2
Sα = RS ∧ev α = (ad ◦Rσ) ∧ev α = [Rσ, α]

(Example 3.3.11).
(2) From (3.10) and Proposition 3.3.7, we further get

dg[σ, σ] = [dgσ, σ]− [σ, dgσ] = [dgσ, σ] + [dgσ, σ] = 2[dgσ, σ].
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Now the abstract Bianchi identity follows with Example 3.3.11 from

dSRσ = (dg + S∧)Rσ = d2
gσ + 1

2
dg[σ, σ] + S ∧Rσ = [dgσ, σ] + [σ,Rσ]

= [dgσ, σ]− [Rσ, σ] = −1
2
[[σ, σ], σ] = 0.

(3) This relation follows from

Rσ+γ = dgσ + 1
2
[σ, σ] + dgγ + 1

2
([σ, γ] + [γ, σ] + [γ, γ]) = Rσ +Rγ + [σ, γ]

= Rσ + dgγ + 1
2
[γ, γ] + S ∧ γ = Rσ + dSγ + 1

2
[γ, γ].

Lemma 3.4.4 Suppose that m : V × V → V is a bilinear map and that
S : g → der(V,m) is linear. Then we have for α ∈ Cp(g, V ) and β ∈ Cq(g, V )
the relation

dS(α ∧m β) = dSα ∧m β + (−1)pα ∧m dSβ. (3.15)

Proof. We have dS = dg +S∧ and Proposition 3.3.7 implies the assertion
for S = 0. It therefore remains to show that

S ∧ (α ∧m β) = (S ∧ α) ∧m β + (−1)pα ∧m (S ∧ β).

We recall that

S ∧ (α ∧m β) =
1

p!q!
Alt(S · (α ·m β))

and note that S(g) ⊆ der(V,m) implies that

S · (α ·m β)) = (S · α) ·m β +
(
α ·m (S · β)

)σ
,

where σ = (1 2 . . . p+1) ∈ Sp+q+1 is a cycle of length p+1. Now the lemma
follows from sgn(σ) = (−1)p.

3.5 Lecomte’s generalization of the Chern–

Weil map

To define Lecomte’s characteristic map, we first have to explain how to mul-
tiply k-tuples of Lie algebra cochains with k-linear maps.
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Definition 3.5.1 For a k-linear map f : nk → V and ϕ1, . . . , ϕk ∈ C2(g, n),
we define

fϕ1,...,ϕk
∈ C2k(g, V )

by

fϕ1,...,ϕk
(x1, . . . , x2k); =

∑
σ2i−1<σ2i

sgn(σ)f(ϕ1(xσ1 , xσ2), . . . , ϕk(xσ2k−1
, xσ2k

)).

This means that

fϕ1,...,ϕk
=

1

2k
Alt(f ◦ (ϕ1, ϕ2, . . . , ϕk)),

so that we may consider fϕ1,...,ϕk
as a k-fold wedge product of the ϕi, defined

by f .

The following remark explains why it suffices to work with symmetric
maps.

Remark 3.5.2 (a) If f ∈ Multk(n, V ) is not symmetric and fs = 1
k!

∑
σ∈Sk

fσ

is its symmetrization, then we have fσ = (fs)
σ because for any permutation

σ ∈ Sk, the relation
fϕσ(1),...,ϕσ(k)

= fϕ1,...,ϕk

follows from the fact that

f ◦ (ϕσ(1), . . . , ϕσ(k)) = (f ◦ (ϕ1, . . . , ϕk))
eσ

holds for an even permutation σ̃ ∈ S2k (Here we use the notation from (3.7)).
(b) We may also consider f ∈ Symk(n, V ) as a linear map

f̃ : n⊗k → V with f̃(x1 ⊗ · · · ⊗ xk) = f(x1, . . . , xk).

Writing ∧⊗ for the wedge products

Cp(g, n⊗k)× Cq(g, n⊗m) → Cp+q(g, n⊗(k+m))

defined by the canonical multiplication n⊗k× n⊗m → n⊗(k+m), (x, y) 7→ x⊗ y
(cf. Definition 3.3.1), we find the formula

fϕ1,...,ϕk
= f̃ ◦ (ϕ1 ∧⊗ · · · ∧⊗ ϕk), (3.16)

expressing fϕ1,...,ϕk
simply as a composition of a linear map with an iterated

wedge product (cf. Remark 3.3.4).
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Definition 3.5.3 If q : ĝ → g is a homomorphism of Lie algebras, then we
define the pullback map

q∗ : Cp(g, V ) → Cp(ĝ, V ),

by
(q∗ω)(x1, . . . , xp) := ω(q(x1), . . . , q(xp))

and observe that
dbg ◦ q∗ = q∗ ◦ dg.

In particular, q∗ induces a well-defined map

q∗ : H•(g, V ) → H•(ĝ, V ), [ω] 7→ [q∗ω].

Now we turn to the subject proper of this section, a general algebraic con-
struction of P. Lecomte assigning certain cohomology classes to Lie algebra
extension.

Let
0 → n → ĝ

q−−→g → 0

be an extension of Lie algebras and V be a g-module which we also consider
as a ĝ-module with respect to the action x.v := q(x).v for x ∈ ĝ. Further,
let σ : g → ĝ be a linear section and define Rσ ∈ C2(g, n) by

Rσ(x, y) = [σ(x), σ(y)]− σ([x, y]).

For f ∈ Symk(n, V ), we define

fσ := fRσ ,...,Rσ ∈ C2k(g, V ) (3.17)

in the sense of Definition 3.5.1.

Lemma 3.5.4 If f is symmetric and ĝ-equivariant, then dgfσ = 0 and its
cohomology class [fσ] ∈ H2k(g, V ) does not depend on the choice of σ.

Proof. Let f̃ : n⊗k → V be the linear map defined by f and recall from
(3.16) that

fϕ1,...,ϕk
= f̃ ◦ (ϕ1 ∧⊗ ϕ2 ∧⊗ · · · ∧⊗ ϕk).

We put S(x) := ad(σ(x)). From

x.f(y1, . . . , yk) =
k∑
i=1

f(y1, . . . , S(x)yi, . . . , yk)
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we now derive with Remark 3.5.2(b), Lemma 3.4.4 and the Bianchi identity
dSRσ = 0 the relation

dgfσ = dg

(
fRσ ,...,Rσ

)
= dg

(
f̃ ◦ (Rσ ∧⊗ · · · ∧⊗ Rσ)

)
= f̃ ◦ dS(Rσ ∧⊗ · · · ∧⊗ Rσ)

= f̃ ◦
(
dSRσ ∧⊗ · · · ∧⊗ Rσ) +Rσ ∧⊗ dSRσ ∧ ⊗ · · ·+ . . .

)
= 0.

Next we show that [fσ] does not depend on σ. Let σ′ ∈ C1(g, ĝ) be
another section, so that D := σ′ − σ ∈ C1(g, n). For t ∈ R we consider the
section σt := σ + tD = (1 − t)σ + tσ′ and put St(x) := ad(σt(x)). Then
Proposition 3.4.3(3) implies that

Rσt+h
= Rσt + hdStD +

h2

2
[D,D]

and therefore
d

dt
Rσt = dStD.

From the symmetry of f we now derive with the Product Rule (cf. Re-
mark 3.5.2(b) and Lemma 3.4.4)

d

dt
fσt =

d

dt
fRσt ,...,Rσt

= kfdStD,Rσt ,...,Rσt
.

Again, we use Remark 3.5.2(b), Lemma 3.4.4 and the Bianchi identity
dStRσt = 0 to obtain

dg

(
fD,Rσt ,...,Rσt

)
= dg

(
f̃ ◦ (D ∧⊗ Rσt ∧⊗ · · · ∧⊗ Rσt)

)
= f̃ ◦ dSt(D ∧⊗ Rσt ∧⊗ · · · ∧⊗ Rσt)

= f̃ ◦
(
dStD ∧⊗ Rσt ∧⊗ · · · ∧⊗ Rσt)−D ∧⊗ dStRσt ∧⊗ · · ·+ . . .

)
= f̃ ◦ (dStD ∧⊗ Rσt ∧⊗ · · · ∧⊗ Rσt)

= fdStD,Rσt ,...,Rσt
.

We combine all this to

d

dt
fσt = kdgfD,Rσt ,...,Rσt

,

and find that

fσ′ − fσ =

∫ 1

0

d

dt
fσt dt = dg

∫ 1

0

kfD,Rσt ,...,Rσt
dt

is a coboundary.



3.5. LECOMTE’S CHERN–WEIL MAP 51

Remark 3.5.5 (Polynomial functions) A map p : n → V is called a V -valued
polynomial of degree k if there exists a symmetric k-linear map f : nk → V
with

p(x) =
1

k!
p̃(x, x, . . . , x), x ∈ n.

For each polynomial of degree k, we have

p(tx) = tkp(x), x ∈ n, t ∈ K.

Moreover, for v1, . . . , vk ∈ n, the map

Kk → V, (t1, . . . , tk) 7→ p(t1v1 + t2v2 + . . .+ tkvk)

is a V -valued polynomial function in k-variables and we recover the k-linear
map p̃ via

p̃(v1, . . . , vk) =
∂k

∂t1 · · · ∂tk

∣∣∣
ti=0

p(t1v1 + t2v2 + . . .+ tkvk),

where the partial derivatives are to be understood in the formal sense, i.e.,
p̃(v1, . . . , vk) is the “coefficient” of the monomial t1t2 · · · tk in the polynomial
p(t1v1 + . . .+ tkvk).

In this sense polynomials of degree k and symmetric k-linear maps can
be considered as the same mathematical structures.

Proposition 3.5.6 Let V be an associative algebra. Then we define on
Sym(n, V ) a multiplication by

α ∨ β :=
1

k!m!

∑
σ∈Sk+m

(α · β)σ, α ∈ Symk(n, V ), β ∈ Symm(n, V ),

where

(α · β)(x1, . . . , xk+m) := α(x1, . . . , xk)β(xk+1, . . . , xk+m).

Then the map

Φ: Sym•(n, V ) → Pol•(n, V ), Φ(f)(x) :=
1

k!
f(x, x, . . . , x), f ∈ Symk(n, V ),

defines an isomorphism of associative algebras.
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Proof. For that we only have to observe that for α ∈ Symk(n, V ) and
β ∈ Symm(n, V ) we have

1

(k +m)!
(α ∨ β)(x, . . . , x) =

1

k!m!
α(x, . . . , x)β(x, . . . , x).

Theorem 3.5.7 (Lecomte) (a) For each k ∈ N0, we have a natural map

Ck : Symk(n, V )bg → H2k(g, V ), f 7→ 1

k!
[fσ].

(b) Suppose, in addition, that mV : V × V → V is an associative multi-
plication and that g acts on V by derivations, i.e., mV is g-invariant. Then
(C•(g, V ),∧mV

) is an associative algebra, inducing an algebra structure on
H•(g, V ). Further, (Sym•(n, V ),∨mV

) is an associative algebra, and the maps
(Ck)k∈N0 combine to an algebra homomorphism

C : Sym•(n, V )bg → H2•(g, V ).

Proof. (a) follows from Lemma 3.5.4.
(b) With the notation from (3.7), we have for fi ∈ Symki(n, V ):

f1 ∨mV
f2 =

1

k1!k2!

∑
σ∈Sk1+k2

(f1 ·mV
f2)

σ.

We therefore have

(f1 ∨mV
f2)ϕ1,...,ϕk1+k2

=
1

k1!k2!

∑
σ∈Sk1+k2

(f1 · f2)
σ
ϕ1,...,ϕk1+k2

=
(k1 + k2)!

k1!k2!
(f1 · f2)ϕ1,...,ϕk1+k2

=
(k1 + k2)!

k1!k2!
(f1)ϕ1,...,ϕk1

(f2)ϕk1+1,...,ϕk1+k2
.

This implies that for each σ, the maps

Ck : Symk(n, V ) → C2k(g, V ), f 7→ 1

k!
[fσ]
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define an algebra homomorphism

C : Sym•(n, V ) → C2•(g, V ),

satisfying C
(
Sym•(n, V )bg) ⊆ Z2•(g, V ), hence inducing a homomorphism

C : Sym•(n, V )bg → H2•(g, V ).

In view of Lemma 3.5.4, this map does not depend on the choice of σ.

Example 3.5.8 If n is abelian, then we take V := n and note that idV
is equivariant. Then (3.4) in the proof of Proposition 3.1.13 implies that
C(idV ) = [Rσ] ∈ H2(g, n) is the characteristic class of the abelian Lie algebra
extension ĝ. As Proposition 3.1.13 asserts, this class determines the extension
ĝ of g by n uniquely in the sense that two extensions with the same class are
equivalent.
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Chapter 4

Smooth Functions with Values
in Lie Groups

In this chapter we provide some basic results on Lie groups and their Lie
algebras which are relevant for the understanding of the basic differential
theory of fiber bundles.

4.1 Lie Groups and Their Lie Algebras

Let G be a Lie group. We recall that we define the Lie algebra g = L(G)
of G, as the vector space T1(G), endowed with the Lie bracket, obtained by
identifying this space with the space V(G)l of left invariant vector fields on
G, i.e.,

ev : V(G)l → L(G), X 7→ X(1)

is an isomorphism of Lie algebras.

Examples 4.1.1 (a)G = GL(V ) for a finite-dimensional vector space. Since
GL(V ) is an open subset of End(V ), we have a natural trivialization of the
tangent bundle. A vector field X on G is left invariant if and only if it is of
the form X(v) = Av for A ∈ End(V ). This leads to

L(GL(V )) := gl(V ) := (End(V ), [·, ·]), [A,B] := AB −BA.

(b) For G = Rn, the left invariant vector fields are the constant ones.
They form an abelian Lie algebra, so that L(Rn) = Rn, with the trivial Lie
bracket.

55
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Proposition 4.1.2 The map

Φ: G× g → TG, (g, x) 7→ g.x := T1(λg)x

is a bundle equivalence. In particular, the tangent bundle of each Lie group
is trivial.

Definition 4.1.3 We define the (left) Maurer–Cartan form κG ∈ Ω1(G, g)
by

κG := prg ◦Φ−1 : TG→ g,

i.e.,

κG(g.x) = x for g ∈ G, x ∈ g.

In the literature one also finds the notation κG = g−1dg which is slightly
ambiguous. We will not use it here.

The Exponential Function of a Lie Group

Lemma 4.1.4 On a Lie group G, each left invariant vector field X is com-
plete, i.e., has a global flow ΦX : R×G→ G.

Definition 4.1.5 The exponential function of a Lie group G is defined by

expG : g → G, expG(x) = Φxl
1 (1),

where xl ∈ V(G) denotes the left invariant vector field with xl(1) = x.

Remark 4.1.6 The curves γx : R → G, γx(t) := expG(tx) are smooth group
homomorphisms with γ′x(0) = x. In particular

T0(expG) = idg,

so that expG is a local diffeomorphism in 0.

Derived Actions

Proposition 4.1.7 (The derived action/representation) Let G be a Lie group
and M be a smooth manifold.
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(1) If σ : M × G → M , (m, g) 7→ m.g =: σm(g) is a smooth right action of
G on M , then

σ̇ : L(G) → V(M), σ̇(x)(m) := T(m,1)(σ)(0, x) = T1(σ
m)(x)

defines a homomorphism of Lie algebras.

(ii) If σ : G×M →M is a smooth left action of G on M , then

σ̇ : L(G) → V(M), σ̇(x)(m) := −T(1,m)(σ)(x, 0)

defines a homomorphism of Lie algebras.

(iii) If π : G→ GL(V ) is a smooth representation of G on V , i.e., σ(g, v) :=
π(g)v defines a smooth action of G on V , then

L(π)(x)v := T(1,v)(σ)(x, 0) = −σ̇(x)(v)

defines a homomorphism of Lie algebras L(π) : L(G) → gl(V ).

Proof. (i) We pick m ∈ M and write σm : G → M, g 7→ m.g := σ(m, g)
for the orbit map of m. Then σm ◦ λg = σm.g leads to

T (σm)(xl(g)) = T1(σ
m.g)x = σ̇(x)m.g = (σ̇(x) ◦ σm)(g),

which means that the vector fields xl and σ̇(x) are σm-related. We conclude
that for x, y ∈ L(G) the vector fields [xl, yl] = [x, y]l and [σ̇(x), σ̇(y)] are also
σm-related, which leads to

[σ̇(x), σ̇(y)](m) = T1(σ
m)[x, y]l(1) = T(m,1)(σ)(0, [x, y]) = σ̇([x, y])(m).

(ii) If σ is a left action, then σ̌(m, g) := σ(g−1,m) defines a right action,
and T1(ηG)x = −x (Exercise 4.1.12) implies that

σ̇(x) = −T(1,m)(σ)(x, 0) = T(m,1)(σ̌)(0, x),

so that the assertion follows from (i).
(iii) For linear vector fields XA(x) = Ax, XB(x) = Bx, A,B ∈ gl(V ), we

have

[XA, XB](x) = dXB(x)XA(x)− dXA(x)XB(x) = BAx− ABx = −[A,B]x,

so that the corresponding map gl(V ) → V(V ), A 7→ −XA is a homomorphism
of Lie algebras. Therefore (iii) follows from (ii).
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Remark 4.1.8 (a) For G = R, smooth actions on manifolds are the same
as global flows Φ: R×M →M . Thinking of a flow as a smooth right action,
its infinitesimal generator is the vector field

X = Φ̇(1) ∈ V(M).

It satisfies Φ = ΦX .
(b) For a general Lie group G, the homomorphism σ̇ can be calculated

with the one-parameter groups γx(t) = expG(tx) via

σ̇(x)(m) =
d

dt t=0
m. expG(tx).

Proposition 4.1.9 If ϕ : G→ H is a morphism of Lie groups, then

L(ϕ) := T1(ϕ) : L(G) → L(H)

is a homomorphism of Lie algebras.

This completes the definition of the Lie functor L, which assigns to a Lie
group G its Lie algebra its Lie algebra L(G) and to each morphism ϕ of Lie
groups a morphism of Lie algebras L(ϕ). It follows immediately from the
Chain Rule that

L(idG) = idL(G) and L(ϕ1 ◦ ϕ2) = L(ϕ1) ◦ L(ϕ2),

so that L is indeed a (covariant) functor, i.e., compatible with composition
of morphisms.

Remark 4.1.10 If ϕ ∈ Aut(G) is an automorphism of the Lie group G,
then L(ϕ) ∈ Aut(L(G)).

Example 4.1.11 [The adjoint representation] For each Lie group G, the
conjugation action C(g, x) = gxg−1 defines a homomorphism

C : G→ Aut(G), g 7→ cg, cg(x) = gxg−1,

so that
Ad: G→ Aut(g), Ad(g) := L(cg)

also is a group homomorphism. This defines a smooth representation of G
on its Lie algebra g, called the adjoint representation.
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Writing g.v := T (λg)v and v.g := T (ρg)v for the canonical left, resp.,
right action of G on its tangent bundle TG, the adjoint action can also be
written as

Ad(g)x = g.(x.g−1) = (g.x).g−1 ∈ g = T1(G) ⊆ T (G).

The corresponding derived representation is given by

L(Ad)(x)(y) = [x, y] = adx(y).

Exercises for Section 4.1

Exercise 4.1.12 Let G be a Lie group with multiplication mG : G×G→ G
and inversion ηG : G→ G. Show that:

(1) For g, h ∈ G and v ∈ Tg(G) and w ∈ Th(G), we have

T(g,h)(mG)(v, w) = Tg(ρh)v + Th(λg)w.

(2) T1(ηG) = − idg.

Exercise 4.1.13 Let G be a Lie group and xl ∈ V(G) the left invariant
vector field with xl(1) = x. Show that:

(a) ΦX
st = ΦsX

t for any X ∈ V(M).

(b) γx : R → G, γx(t) := expG(tx), is a group homomorphism.

(c) The local flow maps Φxl
t commute with all left translations λg.

(d) Φxl
t (g) = g expG(tx) is the flow of xl.

4.2 The Local Fundamental Theorem

In this section we introduce the logarithmic derivative δ(f) ∈ Ω1(M, g) of a
Lie group-valued smooth function f : M → G. We shall see that any loga-
rithmic derivative satisfies the Maurer–Cartan equation and that, conversely,
this equation implies local integrability of an element of Ω1(M, g) (the Local
Fundamental Theorem).
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Definition 4.2.1 For a smooth function f : M → G with values in the Lie
group G, the g-valued 1-form

δ(f) := f ∗κG : TM → g

in Ω1(M, g) is called its logarithmic derivative. In m ∈M we have

δ(f)m = f(m)−1 · Tm(f) = f(m)−1(df)m : Tm(M) → g,

which justifies the common notation δ(f) = f−1df . In this sense, the relation
δ(idG) = κG justifies the notation g−1dg for κG if one denotes the identity of
G simply by g.

Lemma 4.2.2 For each f ∈ C∞(M,G), the 1-form α := δ(f) satisfies the
Maurer–Cartan equation

dα+
1

2
[α, α] = 0.

Proof. First we show that κG satisfies the Maurer–Cartan equation. It
suffices to evaluate dκG on left invariant vector fields xl, yl, where x, y ∈ g.
Since κG(xl) = x is constant, we have

dκG(xl, yl) = xl.κG(yl)− yl.κG(xl)− κG([xl, yl]) = −κG([x, y]l) = −[x, y]

= −1

2
[κG, κG](xl, yl).

Since κG satisfies the MC equation, α = f ∗κG satisfies

dα = f ∗dκG = −1

2
f ∗[κG, κG] = −1

2
[f ∗κG, f

∗κG] = −1

2
[α, α],

which is the Maurer–Cartan equation.

Example 4.2.3 For G = Rn we identify TG = T (Rn) with Rn × Rn and
obtain κG(x, v) = v. Therefore we have for f ∈ C∞(M,Rn)

δ(f) = df.

Since g = L(G) is abelian, for α ∈ Ω1(M, g), the MC equation simple is
dα = 0, which means that α is a closed 1-form. Closedness is a necessary
condition for α to be exact, i.e., of the form df for a smooth function
f : M → Rn.
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Remark 4.2.4 (a) Let I ⊆ R be an open interval. Then Ω2(I, g) = {0},
so that each α ∈ Ω1(I, g) trivially satisfies the MC equation. Moreover, the
map

C∞(I, g) → Ω1(I, g), f 7→ dx · f
is a linear isomorphism. We may therefore identify 1-forms on I with smooth
curves in g.

For a smooth curve γ : I → G this identification leads to

δ(γ)t = γ(t)−1γ′(t) = Tγ(t)(λγ(t)−1)γ′(t).

(b) If U ⊆ R2 is an open subset, then

V(U) ∼= C∞(U) · ∂
∂x

⊕ C∞(U) · ∂
∂y
.

Therefore each α ∈ Ω1(U, g) is given by the two smooth functions

f := α
( ∂

∂x

)
and g := α

( ∂

∂y

)
.

In these terms, the MC equation is equivalent to the PDE

∂g

∂x
− ∂f

∂y
= [g, f ].

If f : M → G is a smooth function and α ∈ Ω1(M, g), then we use the
short hand notation (

Ad(f).α
)
m

:= Ad(f(m)) ◦ αm

and note that Ad(f)α ∈ Ω1(M, g).

Lemma 4.2.5 For f, g ∈ C∞(M,G), the following assertions hold:

(1) The map f−1 : M → G,m 7→ f(m)−1 is smooth with

δ(f−1) = −Ad(f).δ(f).

(2) We have the following product and quotient rules:

δ(fg) = δ(g) + Ad(g−1).δ(f)

and
δ(fg−1) = Ad(g).(δ(f)− δ(g)).
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(3) (Uniqueness Lemma) If M is connected, then the relation δ(f1) = δ(f2)
is equivalent to the existence of a g ∈ G with f2 = λg ◦f1. In particular

δ(f1) = δ(f2) and f1(m0) = f2(m0) for some m0 ∈M

imply f1 = f2.

Proof. (1), (2): Writing fg = mG ◦ (f, g), we obtain from

T(g,h)(mG)(v, w) = Tg(ρh)v + Th(λg)w = v.h+ g.w

(Exercise 4.1.12) the relation

T (fg) = T (mG) ◦ (T (f), T (g)) = T (f).g + f.T (g) : M → T (G),

which immediately leads to

δ(fg) = (fg)−1.(T (f).g+f.T (g)) = g−1.δ(f).g+ δ(g) = Ad(g)−1.δ(f)+ δ(g).

From the Product Rule and δ(ff−1) = 0, the formula for δ(f−1) follows,
and by combining this with the Product Rule, we get the Quotient Rule.

(3) If δ(f1) = δ(f2), then the Quotient Rule implies that δ(f1f
−1
2 ) = 0,

so that f1f
−1
2 is locally constant. This implies (3).

Lie group homomorphisms and Maurer–Cartan forms

Lemma 4.2.6 Let ϕ : G→ H be a morphism of Lie groups. Then

δ(ϕ) = ϕ∗κH = L(ϕ) ◦ κG,

and for each smooth map f : M → G we have

δ(ϕ ◦ f) = L(ϕ) ◦ δ(f).

Proof. For g ∈ G we have ϕ◦λg = λϕ(g) ◦ϕ, which implies that for g ∈ G
and x ∈ L(G) we have

δ(ϕ)(g.x) = ϕ(g)−1.Tg(ϕ)(g.x) = T1(ϕ)x = L(ϕ)x,

which immediately shows that δ(ϕ) = L(ϕ) ◦ κG.
The second assertion follows from

(ϕ ◦ f)∗κG = f ∗ϕ∗κG = f ∗(L(ϕ) ◦ κG) = L(ϕ) ◦ (f ∗κG) = L(ϕ) ◦ δ(f).
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Proposition 4.2.7 If G is connected and ϕ1, ϕ2 : G→ H are morphism of
Lie groups with L(ϕ1) = L(ϕ2), then ϕ1 = ϕ2.

Proof. In view of Lemma 4.2.6, δ(ϕ1) = L(ϕ1)◦κG = L(ϕ2)◦κG = δ(ϕ2),
so that the uniqueness assertion follows from Lemma 4.2.5(3).

The preceding observation has some interesting consequences:

Corollary 4.2.8 If G is a connected Lie group, then

ker Ad = Z(G) := {g ∈ G : (∀h ∈ G) gh = hg}

is the center of G.

Proof. Let cg(x) = gxg−1. In view of Proposition 4.2.7, for g ∈ G the
conditions cg = idG and L(cg) = Ad(g) = idL(G) are equivalent. This implies
the assertion.

The Local Fundamental Theorem

Now we turn to the local version of the Fundamental Theorem of Calculus
for Lie group-valued smooth functions.

Definition 4.2.9 Let G be a Lie group, I = [0, 1] and ξ ∈ C∞(I, g) be a
smooth curve in its Lie algebra. Then the initial value problem

γ(0) = 1, δ(γ) = γ−1 · γ′ = ξ (4.1)

has a unique solution γξ. We write

evolG : C∞(I, g) → G, ξ 7→ γξ(1)

for the corresponding evolution map.

Definition 4.2.10 Let G be a Lie group with Lie algebra g = L(G). We call
a g-valued 1-form α ∈ Ω1(M, g) integrable if there exists a smooth function
f : M → G with δ(f) = α. The 1-form α is said to be locally integrable if
each point m ∈M has an open neighborhood U such that α|U is integrable.
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We know already from Lemma 4.2.2 that any locally integrable element
α ∈ Ω1(M, g) satisfies the MC equation and we want to show that the con-
verse is also true. We start with the first crucial case where the MC equation
is non-trivial, namely smooth 1-forms on the square.

Remark 4.2.11 Let I = [0, 1] be the unit interval. A smooth g-valued
1-form α ∈ Ω1(I2, g) can be written as

α = dx · v + dy · w with v, w ∈ C∞(I2, g),

and we have already seen in Remark 4.2.4 that it satisfies the MC equation
if and only if

∂v

∂y
− ∂w

∂x
= [v, w]. (4.2)

Suppose that the two smooth functions v, w : I2 → g satisfy (4.2). We
define a function f : I2 → G by

f(x, 0) := γv(·,0)(x) and f(x, y) := f(x, 0) · γw(x,·)(y)

(here we use the notation from Definition 4.2.10.
The smoothness of f follows from the smooth dependence of the solutions

of ODEs from parameters. Now

δf = dx · v̂ + dy · w with v̂(x, 0) = v(x, 0) for x ∈ I.

We now show that v̂ = v, so that δ(f) = α. The Maurer–Cartan equation
for δf implies

∂v̂

∂y
− ∂w

∂x
= [v̂, w],

so that subtraction of this equation from (4.2) leads to

∂(v − v̂)

∂y
= [v − v̂, w].

As (v − v̂)(x, 0) = 0, the uniqueness of solutions of linear ODEs for a
given initial value, applied to η(t) := (v − v̂)(x, t), x fixed, implies that
(v − v̂)(x, y) = 0 for all x, y ∈ I, hence that v = v̂. This means that
δ(f) = dx · v + dy · w = α.
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Theorem 4.2.12 (Local Fundamental Theorem) Let U be an open convex
subset of Rn, G a Lie group with Lie algebra g and α ∈ Ω1(U, g) satisfying
the Maurer–Cartan equation. Then α is integrable.

Proof. We may w.l.o.g. assume that x0 = 0 ∈ U . For x ∈ U we then
consider the smooth curve

ξx : I → g, t 7→ αtx(x).

Since ξ depends smoothly on x, the function

f : U → G, x 7→ evolG(ξx)

is smooth.
First we show that f(sx) = γξx(s) holds for each s ∈ I. For s ∈ [0, 1], the

curve η(t) := γξx(st) satisfies

δ(η)t = sξx(st) = sαstx(x) = αstx(sx) = ξsx(t),

so that
f(sx) = evol(ξsx) = η(1) = γξx(s).

For x, x+ h ∈ U , we now consider the smooth map

β : I × I → U, (s, t) 7→ t(x+ sh)

and the smooth function F := f ◦ β. Then the preceding considerations
imply F (s, 0) = f(0) = 1 and

∂F

∂t
(s, t) =

d

dt
f(t(x+ sh)) =

d

dt
γξx+sh

(t) = F (s, t).ξx+sh(t)

= F (s, t).αt(x+sh)(x+ sh) = F (s, t).(β∗α)(s,t)

( ∂
∂t

)
.

As we have seen in Remark 4.2.11, these two relations already imply that

δ(F ) = β∗α on I × I.

We therefore obtain

∂

∂s
f(x+ sh) =

∂

∂s
F (s, 1) = F (s, 1).αx+sh(h) = f(x+ sh).αx+sh(h),

and for s = 0 this leads to Tx(f)(h) = f(x).αx(h), which means that
δ(f) = α.
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Exercises for Section 4.2

Exercise 4.2.13 Let M be a smooth manifold and G a Lie group. Show
that for each smooth function f : M → G, each α ∈ Ω1(M, g) and each
smooth map ϕ : N →M , we have

ϕ∗(Ad(f).α) = Ad(ϕ∗f).ϕ∗α.

4.3 Some Covering Theory

In this section we recall some of the main results on coverings of topological
spaces needed to develop coverings of Lie groups and manifolds. In particular,
this material is needed to extend the local Fundamental Theorem to a global
one. The proofs not written in detail can all be found in the chapter on
covering theory in Bredon’s book [Br93].

The Fundamental Group

To define the notion of a simply connected space, we first have to define
its fundamental group. The elements of this group are homotopy classes of
loops. The present section develops this concept and provides some of its
basic properties.

Definition 4.3.1 Let X be a topological space, I := [0, 1], and x0 ∈ X. We
write

P (X, x0) := {γ ∈ C(I,X) : γ(0) = x0}
and

P (X, x0, x1) := {γ ∈ P (X, x0) : γ(1) = x1}.
We call two paths α0, α1 ∈ P (X, x0, x1) homotopic, written α0 ∼ α1, if there
exists a continuous map

H : I × I → X with H0 = α0, H1 = α1

(for Ht(s) := H(t, s)) and

(∀t ∈ I) H(t, 0) = x0, H(t, 1) = x1.

It is easy to show that ∼ is an equivalence relation (Exercise 4.3.17), called
homotopy. The homotopy class of α is denoted [α].
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We write Ω(X, x0) := P (X, x0, x0) for the set of loops based at x0. For
α ∈ P (X, x0, x1) and β ∈ P (X, x1, x2), we define a product α∗β in P (X, x0, x2)
by

(α ∗ β)(t) :=

{
α(2t) for 0 ≤ t ≤ 1

2

β(2t− 1) for 1
2
≤ t ≤ 1.

Lemma 4.3.2 If ϕ : [0, 1] → [0, 1] is a continuous map with ϕ(0) = 0 and
ϕ(1) = 1, then for each α ∈ P (X, x0, x1), we have α ∼ α ◦ ϕ.

Proof. Use H(t, s) := α(ts+ (1− t)ϕ(s)).

Proposition 4.3.3 The following assertions hold:

(1) α1 ∼ α2 and β1 ∼ β2 implies α1 ∗ β1 ∼ α2 ∗ β2, so that we obtain a
well-defined product

[α] ∗ [β] := [α ∗ β]

of homotopy classes.

(2) If x0 also denotes the constant map I → {x0} ⊆ X, then

[x0] ∗ [α] = [α] = [α] ∗ [x1] for α ∈ P (X, x0, x1).

(3) (Associativity) [α ∗ β] ∗ [γ] = [α] ∗ [β ∗ γ] for α ∈ P (X, x0, x1),
β ∈ P (X, x1, x2) and γ ∈ P (X, x2, x3).

(4) (Inverse) For α ∈ P (X, x0, x1) and α(t) := α(1− t) we have

[α] ∗ [α] = [x0].

(5) (Functoriality) For any continuous map ϕ : X → Y with ϕ(x0) = y0 we
have

(ϕ ◦ α) ∗ (ϕ ◦ β) = ϕ ◦ (α ∗ β)

and α ∼ β implies ϕ ◦ α ∼ ϕ ◦ β.

Proof. (1) If Hα is a homotopy from α1 to α2 and Hβ a homotopy from
β1 to β2, then we put

H(t, s) :=

{
Hα(t, 2s) for 0 ≤ s ≤ 1

2

Hβ(t, 2s− 1) for 1
2
≤ s ≤ 1
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(cf. Exercise 4.3.16).
(2) For the first assertion we use Lemma 4.3.2 and

x0 ∗ α = α ◦ ϕ for ϕ(t) :=

{
0 for 0 ≤ t ≤ 1

2

2t− 1 for 1
2
≤ t ≤ 1.

For the second, we have

α ∗ x1 = α ◦ ϕ for ϕ(t) :=

{
2t for 0 ≤ t ≤ 1

2

1 for 1
2
≤ t ≤ 1.

(3) We have (α ∗ β) ∗ γ = (α ∗ (β ∗ γ)) ◦ ϕ for

ϕ(t) :=


2t for 0 ≤ t ≤ 1

4
1
4

+ t for 1
4
≤ t ≤ 1

2
t+1
2

for 1
2
≤ t ≤ 1.

(4)

H(t, s) :=


α(2s) for s ≤ 1−t

2

α(1− t) for 1−t
2
≤ s ≤ 1+t

2

α(2s− 1) for s ≥ 1+t
2
.

(5) is trivial.

Definition 4.3.4 From the preceding definition, we derive in particular that
the set

π1(X, x0) := Ω(X, x0)/ ∼
of homotopy classes of loops in x0 carries a natural group structure. This
group is called the fundamental group of X with respect to x0.

A pathwise connected space X is called simply connected (or 1-connected)
if π1(X, x0) vanishes for some x0 ∈ X (which implies that is trivial for each
x0 ∈ X; Exercise 4.3.19).

Lemma 4.3.5 (Functoriality of the fundamental group) If f : X → Y is a
continuous map with f(x0) = y0, then

π1(f) : π1(X, x0) → π1(Y, y0), [γ] 7→ [f ◦ γ]

is a group homomorphism. Moreover, we have

π1(idX) = idπ1(X,x0) and π1(f ◦ g) = π1(f) ◦ π1(g).

Proof. This follows directly from Proposition 4.3.3(5).
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Theorem 4.3.6 (The Path Lifting Property) Let q : X → Y be a covering
map and γ : [0, 1] → Y a path. Let x0 ∈ X be such that q(x0) = γ(0). Then
there exists a unique path γ̃ : [0, 1] → X such that

q ◦ γ̃ = γ and γ̃(0) = x0.

Theorem 4.3.7 (The Covering Homotopy Theorem) Let I := [0, 1], and
q : X → Y be a covering map and H : I2 → Y be a homotopy with fixed
endpoints of the paths γ := H0 and η := H1. For any lift γ̃ of γ there exists
a unique lift G : I2 → X of H with G0 = γ̃. Then η̃ := G1 is the unique
lift of η starting in the same point as γ̃ and G is a homotopy from γ̃ to η̃.
In particular, lifts of homotopic curves in Y starting in the same point are
homotopic in X.

Corollary 4.3.8 If q : X → Y is a covering with q(x0) = y0, then the cor-
responding homomorphism

π1(q) : π1(X, x0) → π1(Y, y0), [γ] 7→ [q ◦ γ]

is injective.

Proof. If γ, η are loops in x0 with [q ◦ γ] = [q ◦ η], then the Covering
Homotopy Theorem 4.3.7 implies that γ and η are homotopic. Therefore
[γ] = [η] shows that π1(q) is injective.

Corollary 4.3.9 If Y is simply connected and X is arcwise connected, then
each covering map q : X → Y is a homeomorphism.

Proof. Since q is an open continuous map, it remains to show that q is
injective. So pick x0 ∈ X and y0 ∈ Y with q(x0) = y0. If x ∈ X also satisfies
q(x) = y0, then there exists a path α ∈ P (X, x0, x) from x0 to x. Now q ◦ α
is a loop in Y , hence contractible because Y is simply connected. Now the
Covering Homotopy Theorem implies that the unique lift α of q ◦ α starting
in x0 is a loop, and therefore that x0 = x. This proves that q is injective.

The following theorem provides a more powerful tool, from which the
preceding corollary easily follows. We recall that a topological space X is
called locally arcwise connected if each point x ∈ X possesses an arcwise
connected neighborhood. All manifolds have this property because each point
of a manifold M has an open neighborhood homeomorphic to an open convex
set in Rn.
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Theorem 4.3.10 (The Lifting Theorem) Assume that q : X → Y is a cov-
ering map with q(x0) = y0, that W is arcwise connected and locally arcwise
connected, and that f : W → Y is a given map with f(w0) = y0. Then a
continuous map g : W → X with

g(w0) = x0 and q ◦ g = f

exists if and only if

π1(f)(π1(W,w0)) ⊆ π1(q)(π1(X, x0)), i.e. im(π1(f)) ⊆ im(π1(q)). (4.3)

If g exists, then it is uniquely determined. Condition (4.3) is in particular
satisfied if W is simply connected.

Corollary 4.3.11 (Uniqueness of simply connected coverings) Suppose that
Y is locally arcwise connected. If q1 : X1 → Y and q2 : X2 → Y are two simply
connected arcwise connected coverings, then there exists a homeomorphism
ϕ : X1 → X2 with q2 ◦ ϕ = q1.

Proof. Since Y is locally arcwise connected, both covering spaces X1 and
X2 also have this property. Pick points x1 ∈ X1, x2 ∈ X2 with y := q1(x1) =
q2(x2). According to the Lifting Theorem 4.3.10, there exists a unique lift
ϕ : X1 → X2 of q1 with ϕ(x1) = x2. We likewise obtain a unique lift
ψ : X2 → X1 of q2 with ψ(x2) = x1. Then ϕ ◦ ψ : X1 → X1 is a lift of idY
fixing x1, so that the uniqueness of lifts implies that ϕ ◦ ψ = idX1 . The
same argument yields ψ ◦ ϕ = idX2 , so that ϕ is a homeomorphism with the
required properties.

Theorem 4.3.12 Each manifold M has a simply connected covering
qM : M̃ →M .

Definition 4.3.13 Let q : X → Y be a covering. A homeomorphism
ϕ : X → X is called a deck transformation of the covering if q◦ϕ = idY . This
means that ϕ permutes the elements in the fibers of q. We write Deck(X, q)
for the group of deck transformations.

Example 4.3.14 (a) For the covering map exp: C → C×, the deck trans-
formations have the form

ϕ(z) = z + 2πin, n ∈ Z.
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(b) For the covering map q : R → T = R/Z, the deck transformations
have the form

ϕ(z) = z + n, n ∈ Z.

Proposition 4.3.15 Let q : X̃ → X be a simply connected covering of X
with base point x̃0. For each [γ] ∈ π1(X, x0) we write ϕ[γ] ∈ Deck(X̃, q) for
the unique lift of idX mapping x̃0 to the endpoint γ̃(1) of the canonical lift γ̃
of γ starting in x̃0. Then the map

Φ: π1(X, x0) → Deck(X̃, q), Φ([γ]) = ϕ[γ]

is an isomorphism of groups.

Proof. The composition ϕ[γ] ◦ ϕ[η] is a deck transformation mapping x̃0

to the endpoint of ϕ[γ] ◦ η̃ which coincides with the endpoint of the lift of η
starting in γ̃(1). Hence it also is the endpoint of the lift of the loop γ ∗ η.
Therefore Φ is a group homomorphism.

To see that Φ is injective, we note that ϕγ = id eX implies that γ̃(1) = x̃0,
so that γ̃ is a loop, and hence that [γ] = [x0].

For the surjectivity, let ϕ be a deck transformation and y := ϕ(x̃0). If α
is a path from x̃0 to y, then γ := q ◦ α is a loop in x0 with α = γ̃, so that
ϕ[γ](x̃0) = y, and the uniqueness of lifts implies that ϕ = ϕ[γ].

Exercises for Section 4.3

Exercise 4.3.16 If f : X → Y is a map between topological spaces and
X = X1∪ . . .∪Xn holds with closed subsets X1, . . . , Xn, then f is continuous
if and only if all restrictions f |Xi

are continuous.

Exercise 4.3.17 Show that the homotopy relation on P (X, x0, x1) is an
equivalence relation. Hint: Exercise 4.3.16 helps to glue homotopies.

Exercise 4.3.18 Show that for n > 1 the sphere Sn is simply connected.
For the proof, proceed along the following steps:
(a) Let γ : [0, 1] → Sn be continuous. Then there exists an m > 0 such that
‖γ(t)− γ(t′)‖ < 1

2
for |t− t′| < 1

m
.

(b) Define α̃ : [0, 1] → Rn+1 as the piecewise affine curve with α̃( k
m

) =
γ( k

m
) for k = 0, . . . ,m. Then α(t) := 1

‖eα(t)‖ α̃(t) defines a continuous curve

α : [0, 1] → Sn.
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(c) α ∼ γ. Hint: Consider H(t, s) := (1−s)γ(t)+sα(t)
‖(1−s)γ(t)+sα(t)‖ .

(d) α is not surjective. The image of α is the central projection of a polygonal
arc on the sphere.
(e) If β ∈ Ω(S1, y0) is not surjective, then β ∼ y0 (it is homotopic to a con-
stant map). Hint: Let p ∈ Sn \ im β. Using stereographic projection, where
p corresponds to the point at infinity, show that Sn \ {p} is homeomorphic
to Rn, hence contractible.
(f) π1(Sn, y0) = {[y0]} for n ≥ 2 and y0 ∈ Sn.

Exercise 4.3.19 Let X be a topological space x0, x1 and α ∈ P (X, x0, x1)
a path from x0 to x1. Show that the map

C : π1(X, x1) → π1(X, x0), [γ] 7→ [α ∗ γ ∗ α]

is an isomorphism of groups. In this sense the fundamental group does not
depend on the base point if X is arcwise connected.

4.4 The Fundamental Theorem for Lie group-

valued functions

Proposition 4.4.1 Let M be a connected manifold, G a Lie group with Lie
algebra g and α ∈ Ω1(M, g) a 1-form. If α is locally integrable, then there

exists a connected covering q : M̂ → M such that q∗α is integrable. If, in
addition, M is simply connected, then α is integrable.

Proof. We consider the product set P := M ×G with the two projection
maps F : P → G and q : P →M . We define a topology on P as follows. For
each pair (U, f), consisting of an open subset U ⊆M and a smooth function
f : U → G with δ(f) = α|U , the graph Γ(f, U) := {(x, f(x)) : x ∈ U} is a
subset of P .

Step 1: We claim that the sets Γ(f, U) form a basis for a topology τ
on P . In fact, let p = (m, g) ∈ Γ(f1, U1) ∩ Γ(f2, U2). We choose a connected
open neighborhood U of m, contained in U1 ∩ U2. Then f1(m) = f2(m) = g
and δ(f1|U) = δ(f2|U) = α|U imply that f1 = f2 on U (Lemma 4.2.5(c)),
so that p ∈ Γ(f1|U , U) ⊆ Γ(f1, U1) ∩ Γ(f2, U2). This proves our claim. We
endow P with the topology τ .

Step 2: τ is Hausdorff: It is clear that the projection q : P → M is
continuous with respect to τ . It therefore suffices to show that two different
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points (m, g1), (m, g2) ∈ P can be separated by open subsets. If U is a
connected open neighborhood ofm on which α is integrable, we find a smooth
function f1 : U → G with f1(m) = g1 and δ(f1) = α. Now f2 := g−1

2 g1f1

satisfies f2(m) = g2 and δ(f2) = α. Hence Γ(f1, U) is an open neighborhood
of (m, g1) and Γ(f2, U) an open neighborhood of (m, g2). If both intersect,
there exists a point x ∈ U with f1(x) = f2(x), so that the connectedness
of U implies f1 = f2, contradicting g1 = g2 (Lemma 4.2.5(c)). Hence P is
Hausdorff.

Step 3: The restrictions q|Γ(f,U) are homeomorphisms. We know already
that q is continuous. Let σ := (idU , f) : U → Γ(f, U) ⊆ P . Then, for each
basic neighborhood Γ(g, V ), we have

α−1(Γ(g, V )) = {x ∈ U ∩ V : f(x) = g(x)}.

In view of the uniqueness assertion of Lemma 4.2.5(c), the latter set is open,
so that σ is continuous. Now q ◦σ = idU implies that q|Γ(f,U) is a homeomor-
phism onto U .

Step 4: The mapping q : P → M is a covering. Let x ∈ M . Since α
is integrable, there exists a connected open neighborhood Ux of x such that
α|Ux is locally integrable. Then there exists for each g ∈ G a smooth function
fg : Ux → G with fg(x) = g and δ(fg) = α|U . Now q−1(U) = U × G =⋃
g∈G Γ(fg, U) is a disjoint union of open subsets of P , as we have seen in

Step 1, and in Step 3 we have seen that it restricts to homeomorphisms on
each of these sets. Hence q is a covering.

Step 5: We conclude that P carries a natural manifold structure for
which q is a local diffeomorphism (Exercise!). For this manifold structure,
the function F : P → G is smooth, because for each basic open set Γ(f, U),
U connected, the inverse of the corresponding restriction of U is given by

σ(f,U) := (q|Γ(f,U))
−1 : U → Γ(f, U), x 7→ (x, f(x)),

and F ◦ σ(f,U) = f is smooth. Moreover, f ◦ q = F |Γ(f,U) leads to

δ(F ) = q∗δ(f) = q∗α

on each set Γ(f, U), hence on all of P .

Fix a point m0 ∈ M . Then the connected component M̂ of (m0,1) in P
is a connected covering manifold of M with the required properties.

If, in addition, M is simply connected, then q is a trivial covering, hence
a diffeomorphism (Corollary 4.3.9), and therefore α is integrable.
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Let α ∈ Ω1(M, g). If γ : I = [0, 1] → M is a piecewise smooth loop, then
γ∗α ∈ Ω1(I, g) ∼= C∞(I, g) and we get the element evolG(γ∗α) ∈ G.

Lemma 4.4.2 Suppose that M is connected and α ∈ Ω1(M, g) is locally
integrable. Pick m0 ∈ M . Then the element evolG(γ∗α) does not change
under homotopies with fixed endpoints and

perm0
α : π1(M,m0) → G, [γ] 7→ evolG(γ∗α)

is a group homomorphism.

Proof. Let qM : M̃ → M denote a simply connected covering manifold
of M (Theorem 4.3.12) and choose a base point m̃0 ∈ M̃ with qM(m̃0) =

m0. Then the g-valued 1-form q∗Mα on M̃ also satisfies the Maurer–Cartan
equation, so that Proposition 4.4.1 implies the existence of a unique smooth
function f̃ : M̃ → G with δ(f̃) = q∗Mα and f̃(m̃0) = 1.

We write

σ : π1(M,m0)× M̃ → M̃, (d,m) 7→ d.m = σd(m)

for the left action of the fundamental group π1(M,m0) on M̃ by deck trans-
formations (cf. Proposition 4.3.15). Then

δ(f̃ ◦ σd) = σ∗dq
∗
Mα = q∗Mα = δ(f̃)

for each d ∈ π1(M,m0) implies the existence of a function

χ : π1(M,m0) → G with f̃ ◦ σd = χ(d) · f̃ , d ∈ π1(M,m0).

For d1, d2 ∈ π1(M,m0), we then have

f̃ ◦ σd1d2 = f̃ ◦ σd1 ◦ σd2 = (χ(d1) · f̃) ◦ σd2 = χ(d1) · (f̃ ◦ σd2) = χ(d1)χ(d2) · f̃ ,

hence χ is a group homomorphism.
We now pick a piecewise smooth curve γ̃ : I → M̃ with qM ◦ γ̃ = γ

(Theorem 4.3.6) and observe that

δ(f̃ ◦ γ̃) = γ̃∗q∗Mα = γ∗α,

so that
χ([γ]) = f̃([γ].m̃0) = f̃(γ̃(1)) = evolG(γ∗α).

This completes the proof.
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Definition 4.4.3 For each locally integrable α ∈ Ω1(M, g), the homomor-
phism

perα := perm0
α : π1(M,m0) → G with perm0

α ([γ]) = evolG(γ∗α),

for each piecewise smooth loop γ : I → M in m0, is called the period homo-
morphism of α with respect to m0.

The following theorem is a global version of the Fundamental Theorem
of calculus for functions with values in Lie groups.

Theorem 4.4.4 (Fundamental Theorem for Lie group-valued functions) Let
M be a smooth manifold, G a Lie group with Lie algebra g, and α ∈ Ω1(M, g).
Then the following assertions hold:

(1) α is locally integrable if and only if it satisfies the Maurer–Cartan equa-
tion dα+ 1

2
[α, α] = 0.

(2) If M is 1-connected and α is locally integrable, then it is integrable.

(3) If M is connected, α is locally integrable, and m0 ∈ M , then perm0
α

vanishes if and only if α is integrable.

Proof. (1) If α is locally integrable, then Lemma 4.2.2 implies that it sat-
isfies the Maurer–Cartan equation. If, conversely, it satisfies the MC equa-
tion, then Lemma 4.2.2 implies its local integrability.

(2) Proposition 4.4.1.

(3) The function f̃ constructed in the proof of Lemma 4.4.2 above factors
through a smooth function on M if and only if the period homomorphism is
trivial. This implies (3).

Corollary 4.4.5 Let M be a smooth connected manifold, G = Tn = Rn/Zn

and α ∈ Ω1(M,Rn). Then the following assertions hold:

(1) α is locally integrable if and only if α is closed.

(2) α is integrable to a smooth G-valued function if and only if all integrals
of α over piecewise smooth loops are contained in Zn.
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Corollary 4.4.6 Let M be a connected smooth connected manifold and m0 ∈
M . Then the map

P : H1
dR(M,R) → Hom(π1(M,m0),R), [α] 7→ perm0

α

is injective.

Proof. To see that P is well-defined, we note that perdf = 0 for any
smooth function f : M → R. If, conversely, perm0

α α = 0 holds for a closed
1-form α ∈ Ω1(M,R), then the Fundamental Theorem implies that α = df
for some smooth function f : M → R, so that [α] = 0.

Remark 4.4.7 Let M be a connected smooth manifold, m0 ∈ M , and G a
Lie group with Lie algebra g. We write

MC(M, g) :=
{
α ∈ Ω1(M, g) : dα+

1

2
[α, α] = 0

}
for the set of solutions of the MC equation. If g is abelian, then MC(M, g)
is the space of closed g-valued 1-forms.

From the Fundamental Theorem, we obtain a sequence of maps

G ↪→ C∞(M,G)
δ−−→MC(M, g)

perm0

−−−−−−−−→Hom(π1(M,m0), G),

which is exact as a sequence of pointed sets, i.e., in each place, the inverse
image of the base point is the range of the preceding map.

Applications of the Fundamental Theorem

Proposition 4.4.8 Let G and H be Lie groups. Assume that G is connected
and that ψ : L(G) → L(H) is a morphism of Lie algebras. If ϕ : G → H is
a smooth map with

ϕ(1G) = 1H and ϕ∗κH = ψ ◦ κG,

then ϕ is a homomorphism of Lie groups.

Proof. Let x ∈ G. Then we obtain a smooth map

f = λϕ(x)−1 ◦ ϕ ◦ λx : G→ H, y 7→ ϕ(x)−1ϕ(xy)
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with f(1G) = 1H . Further, we obtain with Lemma 4.2.6

δ(f) = δ(λϕ(x)−1 ◦ ϕ ◦ λx) = δ(ϕ ◦ λx) = λ∗xϕ
∗κH

= λ∗x(ψ ◦ κG) = ψ ◦ (λ∗xκG) = ψ ◦ κG = δ(ϕ).

Since G is connected and f(1G) = ϕ(1G), we obtain f = ϕ from the Unique-
ness Lemma. This means that ϕ(xy) = ϕ(x)ϕ(y) for x, y ∈ G.

Theorem 4.4.9 If H is a Lie group, G is a 1-connected Lie group, and
ψ : L(G) → L(H) is a continuous homomorphism of Lie algebras, then there
exists a unique Lie group homomorphism ϕ : G→ H with L(ϕ) = ψ.

Proof. The uniqueness assertion follows from Proposition 4.2.7. On G
we consider the smooth L(H)-valued 1-form given by α := ψ ◦ κG. That it
satisfies the Maurer–Cartan equation follows from

dα = ψ ◦ dκG = −1

2
ψ ◦ [κG, κG] = −1

2
[ψ ◦ κG, ψ ◦ κG] = −1

2
[α, α].

Therefore the Fundamental Theorem implies the existence of a unique smooth
function ϕ : G → H with δ(ϕ) = α and ϕ(1G) = 1H . In view of Proposi-
tion 4.4.8, the function ϕ is a morphism of Lie groups, and we clearly have
L(ϕ) = α(1) = ψ.

Corollary 4.4.10 If G1 and G2 are simply connected Lie groups with iso-
morphic Lie algebras, then G1 and G2 are isomorphic.

Proof. Let ψ : L(G1) → L(G2) be an isomorphism of Lie algebras. Then
there exists a unique morphism of Lie groups ϕ : G1 → G2 with L(ϕ) = ψ,
and likewise there exists a morphism ϕ̂ : G2 → G1 with L(ϕ̂) = ψ−1. Then
L(ϕ ◦ ϕ̂) = idL(G2) and L(ϕ̂ ◦ ϕ) = idL(G1), together with the uniqueness,
leads to ϕ̂ ◦ ϕ = idG1 and ϕ ◦ ϕ̂ = idG2 . Thus ϕ is an isomorphism of Lie
groups.
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Chapter 5

Connections on Principal
Bundles

In this chapter we introduce connections on principal bundles. They are the
key tool to the differential theory of fiber bundles. In particular, they are
crucial for the calculation of characteristic classes.

Throughout this chapter, (P,M,G, q, σ) denotes a principal bundle, g =
L(G). We recall the notation σg(p) := p.g and σp(g) = p.g.

5.1 The Lie Algebra of Infinitesimal Bundle

Automorphisms

Definition 5.1.1 Motivated by the relation

Aut(P ) := {ϕ ∈ Diff(P ) : (∀g ∈ G)ϕ ◦ σg = σg ◦ ϕ},

we consider the Lie algebra

aut(P ) := {X ∈ V(P ) : (∀g ∈ G) (σg)∗X = X}

of G-invariant vector fields on P .

Lemma 5.1.2 The following assertions hold for aut(P ):

(a) aut(P ) is a Lie subalgebra of V(P ).

79
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(b) We have a well-defined map

q∗ : aut(P ) → V(M), (q∗X)(q(p)) := Tp(q)X(p)

which is a homomorphism of Lie algebras.

(c) aut(P ) is a C∞(M)-module w.r.t.

(fX)(p) := f(q(p))X(p)

and q∗ is C∞(M)-linear.

(d) [σ̇(x), Y ] = 0 for x ∈ g and Y ∈ aut(P ).

Proof. (a) That X ∈ aut(P ) is equivalent to X being σg-related to itself
for each g ∈ G. Therefore the Related Vector Field Lemma implies that
aut(P ) is a Lie subalgebra.
(b) The relation (σg)∗X = X means that for each p ∈ P we have

T (σg)X(p) = X(p.g).

Hence

T (q)X(p.g) = T (q)T (σg)X(p) = T (q ◦ σg)X(p) = T (q)X(p)

implies that q∗X is well-defined. Since (q∗X) ◦ q = T (q) ◦X is smooth and
q : P →M is a submersion, the vector field q∗X is smooth.

For X, Y ∈ aut(P ) we use that the vector fields X and q∗X are q-related
to see that [X, Y ] and [q∗X, q∗Y ] are q-related. This implies that q∗[X, Y ] =
[q∗X, q∗Y ].
(c) For g ∈ G we have (σg)∗(fX) = f · (σg)∗X = f ·X.
(d) follows from

[σ̇(x), Y ] = Lσ̇(x)Y =
d

dt t=0
(σexpG(−tx))∗Y =

d

dt t=0
Y = 0.

Definition 5.1.3 The ideal

gau(P ) := ker(q∗) E aut(P )

describes those vector fields which are tangent to the G-orbits in P .
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Recall the derived action

σ̇ : g → V(P ), σ̇(x)p =
d

dt t=0
p. exp(tx).

We know from Proposition 4.1.7 that σ̇ is a homomorphism of Lie algebras.

Lemma 5.1.4 (a) For each p ∈ P , the map

σ̇p : g → ker(Tp(q)) ⊆ Tp(P ), x 7→ σ̇(x)(p) = T1(σ
p)(x)

is a linear isomorphism.
(b) If f : N → G and s : N → P are smooth functions, then the function

s.f : N → P, x 7→ s(x).f(x), satisfies

Tx(s.f) = T (σf(x)) ◦ Tx(s) + σ̇s(x).f(x) ◦ δ(f)x. (5.1)

Proof. (a) Since this is a local assertion, we may assume that P = M×G
is the trivial bundle. Then

σ̇(x)(m, g) = (0, g.x) ∈ T(m,g)(M ×G) ∼= Tm(M)× Tg(G),

so that the assertion follows from Proposition 4.1.2.
(b) We simply calculate with the Chain Rule

Tx(s.f)v = Tx(σ ◦ (s, f))v

= Ts(x),f(x)(σ)(Tx(s)v, 0) + T(s(x),f(x))(σ)(0, Tx(f)v)

= T (σf(x))Tx(s)v + T(s(x),f(x))(σ)(0, f(x).δ(f)xv)

= T (σf(x))Tx(s)v + T (σs(x).f(x))(δ(f)xv)

= T (σf(x))Tx(s)v + σ̇(δ(f)xv).

Definition 5.1.5 For each p ∈ P , we define the vertical subspace of Tp(P )
by

Vp(P ) := σ̇p(g) = ker(Tp(q))

and call its elements the vertical tangent vectors.



82 CHAPTER 5. CONNECTIONS ON PRINCIPAL BUNDLES

Proposition 5.1.6 (The Lie algebra gau(P )) Let Ad: G → Aut(g) denote
the adjoint action of G on its Lie algebra g and

Ad(P ) := P ×Ad g

the corresponding associated bundle. Then the following assertions hold:

(a) The map

Ψ: C∞(P, g)G ∼= Γ Ad(P ) → gau(P ), Ψ(ξ)(p) := −σ̇p(ξ(p))

is an isomorphism of Lie algebras, where C∞(P, g)G is endowed with
the pointwise Lie bracket

[ξ, η](p) := [ξ(p), η(p)].

(b) The map

exp∗ : C
∞(P, g)G → C∞(P,G)G ∼= Gau(P ), ξ 7→ expG ◦ξ

associates to each ξ ∈ C∞(P, g)G the smooth flow

Φξ
t (p) := p. expG(tξ(p))

by bundle automorphisms. Its infinitesimal generator is −Ψ(ξ).

(c) (The adjoint action of Gau(P )) For h ∈ C∞(P,G)G and ϕh(p) = p.h(p),
we have

(ϕh)∗Ψ(f) = Ψ(Ad(h).f).

Proof. The first part is an immediate consequence of Proposition 1.6.3
which asserts that

Γ(Ad(P )) ∼= C∞(P, g)G.

We first show (b) and (c), then (a).
(b) Since the exponential function expG : g → G is equivariant:

expG(Ad(g)x) = expG(L(cg)x) = cg(expG(x)) = g expG(x)g−1,

it follows that
(expG)∗(C

∞(P, g)G) ⊆ C∞(P,G)G.



5.1. THE LIE ALGEBRA OF INFINITESIMAL BUNDLE AUTOMORPHISMS83

For each ξ ∈ C∞(P, g),

Φξ(t, p) := p. expG(tξ(p))

defines a smooth flow on P whose infinitesimal generator is the vector field
−Ψ(ξ). From ϕexpG ◦ξ ∈ Gau(P ) we thus derive

(σg)∗Ψ(ξ) =
d

dt t=0
σg ◦ Φξ

−t ◦ σ−1
g = Ψ(ξ) for g ∈ G.

Since Ψ(ξ) is clearly vertical, we find that Ψ(ξ) ∈ gau(P ).
(c) Since ϕ := ϕh ∈ Gau(P ) ⊆ Aut(P ), we have ϕ ◦ σg = σg ◦ ϕ, which leads
to

Tp(ϕ)σ̇p(x) = σ̇ϕ(p)(x),

i.e.,
ϕ∗σ̇(x) = σ̇(x).

This leads to(
ϕ∗Ψ(ξ))(p) = T (ϕ)Ψ(ξ)(p.h(p)−1) = −T (ϕ)σ̇p.h(p)−1(ξ(p.h(p)−1))

= −σ̇p(ξ(p.h(p)−1)) = −σ̇p(Ad(h(p))ξ(p)) = Ψ(Ad(h)ξ)(p).

(a) For ϕ(p) = p. expG(−tξ(p)) = Φ
Ψ(ξ)
t (p), we derive

[Ψ(ξ),Ψ(η)] = LΨ(ξ)Ψ(η) =
d

dt t=0
(Φ

Ψ(ξ)
−t )∗Ψ(η)

=
d

dt t=0
Ψ(Ad(expG(tξ)).η) =

d

dt t=0
Ψ(et ad ξ.η) = Ψ([ξ, η]).

This proves that Ψ is a homomorphism of Lie algebras. Since all the maps
σ̇p are injective, Ψ is injective. To see that it is surjective, let X ∈ gau(P )
and define

ξ(p) := −σ̇−1
p (X(p)).

Then ξ : P → g is a function with Ψ(ξ) = X. Further

X(p.g) = T (σg)X(p) = −T (σg)σ̇(ξ(p)) = −T (σg)T (σp)ξ(p)

= −T (σp.g)T (c−1
g )ξ(p) = −T (σp.g) Ad(g−1)ξ(p)

implies that
ξ(p.g) = Ad(g−1)ξ(p).
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The smoothness of ξ can be verified locally, so that we may assume that
the bundle is trivial. Then X(m, g) = (0, X̃(m, g)) for a smooth function

X̃ : M × G → TG with X̃(m, g) ∈ Tg(G). Now σ̇(m,g)(x) = (0, g.x) implies
that

ξ(m, g) = −g−1.X̃(m, g) = −κG(X̃(m, g))

is a smooth function. This proves that Ψ is bijective.

We collect some useful formulas for the calculation with the group of
gauge transformations and its Lie algebra.

Lemma 5.1.7 Using the map f 7→ ϕf , we identify C∞(P,G)G with Gau(P )
(Proposition 1.6.7). We then have

(a) ϕ ◦ ϕf ◦ ϕ−1 = ϕf◦ϕ−1 for ϕ ∈ Aut(P ).

(b) ϕ∗Ψ(ξ) = Ψ(ξ ◦ ϕ−1) for ξ ∈ C∞(P, g)G and ϕ ∈ Aut(P ).

(c) [X,Ψ(ξ)] = Ψ(X.ξ) for X ∈ aut(P ) and ξ ∈ C∞(P, g)G.

Proof. (a) For p ∈ P we have ϕ ◦ ϕf ◦ ϕ−1(p) = ϕ(ϕ−1(p).f(ϕ−1(p))) =
p.f(ϕ−1(p)).

(b) Applying (a) to f(p) = expG(tξ(p)) for ξ ∈ C∞(P, g)G and taking deriva-
tives in t = 0, we obtain (b).

(c) For X ∈ aut(P ) we get with (b):

[X,Ψ(ξ)] = LXΨ(ξ) =
d

dt t=0
(ΦX

−t)∗Ψ(ξ) =
d

dt t=0
Ψ(ξ ◦ ΦX

t ) = Ψ(X.ξ).

Remark 5.1.8 For the trivial bundle P = M ×G with σg(m,h) = (m,hg),
we have

aut(P ) ∼= gau(P ) o V(M) ∼= C∞(P, g)G o V(M) ∼= C∞(M, g) o V(M),

where V(M) acts on C∞(M, g) by (X.ξ)(m) := dξ(m)X(m).



5.2. PARACOMPACTNESS AND PARTITIONS OF UNITY 85

5.2 Paracompactness and Partitions of Unity

In this section we recall a central tool for the analysis on manifolds: smooth
partitions of unity. They are used in various situations to localize problems,
i.e., to turn them into problems on open subsets of Rn, which are usually
easier to solve.

To obtain sufficiently fine smooth partitions of unity on a manifold, we
have to impose a condition on the underlying topological space.

Definition 5.2.1 (a) A topological space X is said to be σ-compact if there
exists a sequence (Kn)n∈N of compact subsets of X such that X =

⋃
n∈NXn.

(b) If (Ui)i∈I and (Vj)j∈J are open covers of the topological space X, then
we call (Vj)j∈J a refinement of (Ui)i∈I if for each j ∈ J there exists some
ij ∈ I with Vj ⊆ Uij .

A family (Si)i∈I of subsets of X is called locally finite if each point p ∈ X
has a neighborhood V intersecting only finitely many of the sets Si.

A topological space X is said to be paracompact if each open cover has a
locally finite refinement.

Theorem 5.2.2 For a finite-dimensional (topological) manifold M , the fol-
lowing are equivalent:

(1) M is paracompact.

(2) Each connected component of M is σ-compact.

Definition 5.2.3 A smooth partition of unity on a smooth manifold M is a
family (ψi)i∈I of smooth functions ψi ∈ C∞(M,R) such that

(P1) 0 ≤ ψi for each i ∈ I.

(P2) Local finiteness: each point p ∈ M has a neighborhood U such that
{i ∈ I : ψi|U 6= 0} is finite.

(P3)
∑

i ψi = 1.

Note that (P2) implies that in each p ∈M∑
i∈I

ψi(p) =
∑

ψi(p) 6=0

ψi(p)

is a finite-sum, so that it is well-defined, even if I is an infinite set.
If U = (Uj)j∈J is an open cover, then a partition of unity (ψj)j∈J is said

to be associated to U if supp(ψj) ⊆ Uj holds for each j ∈ J .
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Theorem 5.2.4 If M is paracompact and (Uj)j∈J is a locally finite open
cover of M , then there exists an associated smooth partition of unity on M .

Corollary 5.2.5 Let M be a paracompact smooth manifold, F ⊆M a closed
subset and U ⊆ M an open neighborhood of F . Then there exists a smooth
function f : M → R with

(1) 0 ≤ f ≤ 1.

(2) f |F = 1.

(3) supp(f) ⊆ U .

Proof. In view of Theorem 5.2.4, there exists a smooth partition of unity
associated to the open cover {U,M \ F}. This is a pair of smooth functions
(f, g) with supp(f) ⊆ U , supp(g) ⊆M \F , 0 ≤ f, g, and f + g = 1. We thus
have (1) and (3), and (2) follows from g|F = 0.

Applications to affine bundles

Let G = (V,+) be the additive group of a vector space. Then a principal
G-bundle is called an affine bundle. Although the fibers of an affine bundle
(P,M, V, q, σ) are isomorphic to V as an affine space, they do not carry a
natural vector space structure; affine bundle are NOT vector bundles.

As an immediate consequence of the existence of smooth partitions of
unity, we obtain:

Theorem 5.2.6 Each affine bundle over a paracompact manifold M is
trivial.

Proof. The main point of the proof is that convex combinations make
sense in affine bundles. Let (P,M, V, q, σ) be an affine bundle overM , then we
define for x1, . . . , xp ∈ Pm and λi ∈ R with

∑
i λi = 1 the convex combination∑

i λixi as follows.
If ϕU : U × V → PU is a bundle chart and xi = ϕU(m, vi), we put∑

i

λixi := ϕU(m,
∑
i

λivi).
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If ϕW : W × V → PW is another chart with m ∈ W , then ϕW (m, v) =
ϕU(m, g(m) + v) for a smooth function g : U ∩W → V and

xi = ϕW (m, vi − g(m)),

so that

ϕW

(
m,

∑
i

λi(vi − g(m))
)

= ϕW

(
m,

∑
i

λivi −
∑
i

λig(m)
)

= ϕW

(
m,

( ∑
i

λivi
)
− g(m)

)
= ϕU

(
m,

∑
i

λivi

)
.

Therefore the convex combination
∑

i λixi is well-defined.
Now let (ϕi, Ui)i∈I be a bundle atlas. In view of the paracompactness of

M , we may w.l.o.g. assume that the open cover U = (Ui)i∈I is locally finite,
and hence that there exists a subordinated smooth partition of unity (χi)i∈I .
The functions si : Ui → PUi

, si(m) := ϕi(m, 0) define smooth sections of PUi

and therefore

s(m) :=
∑

λi(m) 6=0

χi(m)si(m)

is in each point m ∈ M a convex combination of elements of Pm. Moreover,
the local finiteness of U implies that s is a smooth section of P , so that P is
trivial (Proposition 2.2.4).

5.3 Bundle-valued Differential Forms

We have already seen that for a vector space V , the space Ωk(M,V ) can
be identified in a natural way with the space AltkC∞(M)(V(M), C∞(M,V )) of
C∞(M)-multilinear k-cochains of the Lie algebra V(M) with values in the
C∞(M)-module C∞(M,V ) (Theorem 3.2.1). This identification suggests the
following definition of differential forms with values in vector bundles.

Definition 5.3.1 Let (V,M, V, q) be a vector bundle. Then we put

Ωk(M,V) := AltkC∞(M)(V(M),ΓV),

and call the elements of this space V-valued k-forms.
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Remark 5.3.2 (Local description of bundle-valued forms in trivializations)
Let (ϕi, Ui)i∈I be a vector bundle atlas of V with transition functions gij ∈
C∞(Uij,GL(V )). Each V-valued differential form ω ∈ Ωk(M,V) yields a
family of differential forms

ωi ∈ Ωk(Ui,VUi
) ∼= Ωk(Ui, V )

(Exercise 5.3.7) satisfying the transformation rule

ωj = gji · ωi on Uij.

Conversely, each family (ωi)i∈I satisfying the above transformation rule yields
a V-valued k-form ω by

ω(X1, . . . , Xk)(m) := ϕi(m,ωi(X1(m), . . . , Xk(m))) for m ∈ Ui. (5.2)

Definition 5.3.3 We call a differential form ω ∈ Ωk(P, V ) horizontal if
iσ̇(x)ω = 0 holds for each x ∈ g. We write Ωk(P, V )hor for the subspace
of horizontal V -valued k-forms on P .

If π : G → GL(V ) is a representation, then ω ∈ Ωk(P, V ) is called equiv-
ariant if

σ∗gω = π(g)−1 ◦ ω
holds for each g ∈ G. We write Ωk(P, V )G for the space G-equivariant k-
forms with values in V . Both carry natural C∞(M)-module structures.

Proposition 5.3.4 If V = P ×π V is associated to P by the representation
(π, V ) of G, then ω 7→ ω̃, defined by

ωq(p)(T (q)v1, . . . , T (q)vk) = [p, ω̃p(v1, . . . , vk)]

yields a well-defined C∞(M)-linear bijection

Ωk(M,V) → Ωk(P, V )Ghor.

Proof. (a) From the local description in (5.2) in Remark 5.3.2, it follows
that the forms ω̃p ∈ Altk(Tp(M), V ) are well-defined and combine to an
element of Ωk(P, V ) with ivω̃p = 0 for each vertical vector v. From the
relation

[p, ω̃p(v1, . . . , vk)] = ωq(p)(T (q)v1, . . . , T (q)vk)

= [p.g, ω̃p.g(T (σg)v1, . . . , T (σg)vk)]

= [p, π(g)ω̃p.g(T (σg)v1, . . . , T (σg)vk)]
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we further derive that

σ∗g ω̃ = π(g)−1 ◦ ω̃.

Therefore ω̃ ∈ Ωk(P, V )Ghor.

(b) Suppose, conversely, that η ∈ Ωk(P, V )Ghor. We choose a bundle atlas
(ϕi, Ui) which leads to the local sections si(m) := ϕi(m,1). We thus obtain
a family of differential forms

ωi := s∗i η ∈ Ωk(Ui, V ).

We recall from Remark 2.2.3 the relation si = sjgji and note that for m ∈ Uij
and v ∈ Tm(M) the difference

T (si)v − T (σgji(m))T (sj)v = σ̇si(m)(δ(gji)mv)

(cf. Lemma 5.1.4(b)) is a vertical vector. We thus obtain

ωi(m)(v1, . . . , vk) = ηsi(m)(T (si)v1, . . . , T (si)vk)

= ηsj(m)gji(m)(T (σgji(m))T (sj)v1, . . . , T (σgji(m))T (sj)vk)

= π(gji(m))−1.ηsj(m)(T (sj)v1, . . . , T (sj)vk) = π(gji(m))−1.ωj(v1, . . . , vk).

This means that ωj = π(gji) · ωi, so that Remark 5.3.2 implies that there
exists an element ω ∈ Ωk(M,V) with

ω(X1, . . . , Xk)(m) = [ϕi(m,1), ωi(X1(m), . . . , Xk(m))]

= [si(m), ωi(X1(m), . . . , Xk(m))]

= [si(m), ηsi(m)(T (si)X1(m), . . . , T (si)Xk(m))].

Since this expression also equals

[si(m), ω̃si(m)(T (si)X1(m), . . . , T (si)Xk(m))],

it follows that ω̃ = η.

With the preceding proposition, we now easily see that the full automor-
phism group Aut(P ) acts linearly on the space of bundle-valued differential
forms:
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Proposition 5.3.5 If V = P ×π V is associated to P by the representation
(π, V ) of G, then for ϕ ∈ Aut(P ) and α ∈ Ωk(P, V )Gbas

∼= Ωk(M,V), the
pullback ϕ∗α is also contained in Ωk(P, V )Gbas, so that

ϕ.α := (ϕ−1)∗α

defines a representation of Aut(P ) on Ωk(P, V )Gbas. For a gauge transforma-
tion ϕf , f ∈ C∞(P,G)G, we simply have

(ϕ∗fα)p = π(f(p))−1 ◦ αp.

Proof. That ϕ∗α is also equivariant follows from

σ∗g(ϕ
∗α) = σ∗gϕ

∗α = ϕ∗σ∗gα = ϕ∗(π(g)−1 ◦ α) = π(g)−1 ◦ (ϕ∗α).

Further, ϕ∗σ̇(x) = σ̇(x) for x ∈ g leads to

iσ̇(x)(ϕ
∗α) = ϕ∗(iσ̇(x)α) = 0.

Therefore the space of horizontal equivariant differential forms is Aut(P )-
invariant and we thus obtain a representation by ϕ.α := (ϕ−1)∗α.

For f ∈ C∞(P,G)G and the corresponding gauge transformation ϕf (p) =
p.f(p), we obtain with Lemma 5.1.4(b)

Tp(ϕf )v = Tp(σf(p))v + σ̇p.f(p)(δ(f)pv).

Since the second summand is a vertical vector, we obtain for any α ∈
Ωk(P, V )Ghor the relation

(ϕ∗fα)p(v1, . . . , vk) = αp.f(p)(T (σf(p))v1, . . . , T (σf(p))vk)

= (σ∗f(p)α)p(v1, . . . , vk) = π(f(p))−1αp(v1, . . . , vk).

We also take a brief look at the Lie algebra level of this representation.

Remark 5.3.6 Let π : G→ GL(V ) be a representation of V .
The subspace Ωk(P, V )hor of horizontal V -valued k-forms is invariant un-

der the action of aut(P ) ⊆ V(P ) by the Lie derivative. In fact, for x ∈ g and
Y ∈ aut(P ) we have

[Y, σ̇(x)] = −Lσ̇(x)Y = 0
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(Lemma 5.1.2(d)) because (σg)∗Y = Y for each g ∈ G. This implies that

[LY , iσ̇(x)] = i[Y,σ̇(x)] = 0,

so that we obtain for ω ∈ Ωk(M,V )hor:

iσ̇(x)(LY ω) = LY (iσ̇(x)ω) = 0.

From (σg)∗Y = Y for each Y ∈ aut(P ) we also derive that Ωk(P, V )G is
invariant under aut(P ). In fact, for ω ∈ Ωk(P, V )G, g ∈ G and Y ∈ aut(P ),
we have

(σg)
∗(LY ω) = LY (σ∗gω) = LY (π(g)−1 ◦ ω) = π(g)−1 ◦ (LY ω).

Combining the preceding two observations, we see that aut(P ) also acts
on their intersection Ωk(P, V )Ghor

∼= Ωk(M,V) by the Lie derivative.

Exercises for Section 5.3

Exercise 5.3.7 Let (V,M, V, q) be a vector bundle and ω ∈ Ωk(M,V) =
AltkC∞(M)(V(M),ΓV) be a V-valued k-form. Further, let U ⊆M be an open

subset. We want to show that ω defines a restriction ωU ∈ Ωk(M,VU). For
X1, . . . , Xk ∈ V(U) and m ∈ M we pick a smooth function χ : U → M
with compact support and χ(m) = 1 in a neighborhood of m. Then we may
consider χXi as an element of V(M) and put

ωU(X1, . . . , Xk)(m) := ω(χX1, . . . , χXk)(m).

Show that this definition does not depend on the choice of the function χ.

Exercise 5.3.8 Let σ : P ×G→ P be a smooth right action and f : P → G
an equivariant smooth function, i.e., f(p.g) = f(p)g for p ∈ P and g ∈ G.
Show that δ(f) ∈ Ω1(P, g) is an equivariant 1-form, i.e.,

σ∗gδ(f) = Ad(g)−1 ◦ δ(f).

Exercise 5.3.9 Let V = P ×π V be a vector bundle over M associated to
P via the representation (π, V ) of G. Recall that the G-bundle q∗P over P
has a canonical section defined by s(p) := (p, p). Show that:
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(1) The map
ϕ : P × V → q∗V, (p, v) 7→ (p, [p, v])

is a global bundle map. In particular, q∗V is trivial.

(2) Γ(q∗V) ∼= C∞(P, V ), where a section s corresponds to the function
f : P → V , defined by s(p) = (p, [p, f(p)]).

(3) If ω ∈ Ωk(M,V) is a bundle-valued k-form, then we obtain a q∗V-valued
k-form by

(q∗ω)p(v1, . . . , vk) := ωq(p)(T (q)v1, . . . , T (q)vk) ∈ Vq(p)
∼= (q∗V)p.

(4) With respect to the trivialization of q∗V from (1), the form q∗ω ∈
Ωk(P, q∗V) corresponds to the lift ω̃ ∈ Ωk(P, V )Ghor, defined in Proposi-
tion 5.3.4.

5.4 Connection 1-Forms

Connections on principal bundles are the fundamental tool in the theory of
differentiable fiber bundles. They are most conveniently defined in terms of
Lie algebra-valued 1-forms.

Definition 5.4.1 A 1-form θ ∈ Ω1(P, g) is called a connection 1-form if

(C1) θ(σ̇(x)) = x for each x ∈ g.

(C2) σ∗gθ = Ad(g)−1 ◦ θ for each g ∈ G, i.e., θ ∈ Ω1(P, g)G (cf. Defini-
tion 5.3.3).

We write C(P ) for the space of connection 1-forms. This is obviously an
affine subspace of Ω1(P, g) whose translation vector space is

Ω1(P, g)Gbas
∼= Ω1(M,Ad(P )).

Definition 5.4.2 For each p ∈ P , we recall the vertical subspace of Tp(P ),
defined by

Vp(P ) := σ̇p(g) = ker(Tp(q)).

If, in addition, θ ∈ C(P ) is a connection 1-form, then

Hp(P ) := ker θp
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is a vector space complement to Vp(P ), called the horizontal subspace. Vec-
tors in Hp(P ) are called horizontal, those in Vp(P ) are called vertical. We
then have

Tp(P ) = Vp(P )⊕Hp(P )

and

T (σg)Hp(P ) = Hp.g(P ), T (σg)Vp(P ) = Vp.g(P ) for g ∈ G,

i.e., the decomposition into vertical and horizontal subspace is G-invariant.
Since a horizontal k-form ω ∈ Ωk(P, V )hor vanishes on all tuples contain-

ing a vertical vector, they are completely determined by their values on the
horizontal subspace Hp(P ). This justifies the terminology.

Remark 5.4.3 Note that each connection 1-form θ ∈ C(P ) can be recon-
structed from the family of horizontal subspaces because, for each p ∈ P , we
have

Tp(P ) = σ̇p(g)⊕Hp(P ),

and on v = σ̇p(x)+w, w ∈ Hp(P ), we have θp(v) = x. Therefore the subspace
Hp(P ) determines the linear map θp : Tp(P ) → g completely.

Proposition 5.4.4 The group Aut(P ) acts on the affine space C(P ) of con-
nection 1-forms from the right via θ.ϕ := ϕ∗θ by affine maps.

For each smooth function f : P → G and the corresponding map
ϕf : P → P, p 7→ p.f(p), we have

ϕ∗fθ = δ(f) + Ad(f)−1.θ. (5.3)

Proof. Let θ ∈ C(P ) be a connection 1-form.
(a) Since each ϕ ∈ Aut(P ) commutes with each σg, the pullback ϕ∗θ is also
equivariant: 1

σ∗g(θ.ϕ) = σ∗gϕ
∗θ = ϕ∗σ∗gθ = ϕ∗(Ad(g)−1 ◦ θ) = Ad(g)−1 ◦ (ϕ∗θ).

Next we note that ϕ∗σ̇(x) = σ̇(x) leads to

(ϕ∗θ)(σ̇(x)) = ϕ∗(θ(σ̇(x))) = ϕ∗x = x.

1In general we have ϕ∗(θ(X)) = ϕ∗θ((ϕ−1)∗X).
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(b) First we use Lemma 5.1.4(b)) to get the formula

Tp(ϕf )v = Tp(σf(p))v + σ̇p.f(p)(δ(f)pv).

We thus obtain

(ϕ∗fθ)v = θp.f(p)Tp(ϕf )v = θp.f(p)σ̇(δ(f)pv) + θp.f(p)T (σf(p))v

= θp.f(p)σ̇(δ(f)pv) + (σ∗f(p)θ)v = δ(f)pv + Ad(f(p))−1θ(v).

This means that ϕ∗fθ = δ(f) + Ad(f)−1.θ.

Remark 5.4.5 (a) If P = M×G is the trivial principal bundle with σg(x, h) =
(x, hg), then

Ω1(M,Ad(P )) ∼= Ω1(P,Ad(P ))Ghor
∼= Ω1(M, g)

parameterizes the space of connection 1-forms.
The Maurer–Cartan form κG ∈ Ω1(G, g) is the unique connection 1-form

for the trivial G-bundle {∗}×G ∼= G because in this case σ̇(x)g = g.x = xl(g)
is a left invariant vector field, so that κG(xl) = x. We further obtain with
the Product Rule for logarithmic derivatives

ρ∗gκG = δ(ρg) = δ(idG ·g) = Ad(g)−1 ◦ κG. (5.4)

If pG : M × G → G is the G-projection and pM : M × G → M is the M -
projection, this implies that each connection 1-form θ ∈ C(M ×G) is of the
form

θ = p∗GκG + (Ad ◦pG)−1.p∗MA, A ∈ Ω1(M, g).

It is uniquely determined by the property that, for the canonical section
s(x) := (x,1), we have A = s∗θ. For A = 0 we obtain the canonical connec-
tion 1-form of the trivial bundle

θcan := p∗GκG = δ(pG),

i.e., the logarithmic derivative of pG.
(b) Now let (ϕi, Ui)i∈I be a bundle atlas of P and si(x) := ϕi(x,1) be the

corresponding local sections. Then we obtain a collection of 1-forms

Ai := s∗i θ ∈ Ω1(Ui, g),
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called the local gauge potentials.

We rewrite the relation si = sjgji with gji ∈ C∞(Uij, G) as

si = ϕq∗gji
◦ sj,

where ϕq∗gji
(x, h) = (x, hgji(x)) (Proposition 5.4.4). Then we use formula (5.3)

in Proposition 5.4.4 (for the restriction PUij
) to obtain with q ◦ si = idUi

:

Ai = s∗i θ = s∗jϕ
∗
q∗gji

θ = s∗j
(
δ(q∗gji) + Ad(q∗gji)

−1.θ
)

= s∗jq
∗δ(gji) + s∗j

(
(q∗ Ad(gji)

−1).θ
)

= δ(gji) + Ad(gji)
−1.s∗jθ

= δ(gji) + Ad(gji)
−1.Aj.

We thus obtain the relation

Ai = δ(gji) + Ad(gji)
−1.Aj = δ(gji) + Ad(gij).Aj. (5.5)

Using smooth partitions of unity, we obtain:

Proposition 5.4.6 If M is paracompact, then each principal bundle
(P,M,G, q, σ) possesses a connection 1-form.

Proof. Let (ϕi)i∈I be a bundle atlas with the bundle charts

ϕi : Ui ×G→ PUi
.

Since M is paracompact, we may w.l.o.g. assume that U = (Ui)i∈I is locally
finite. Then there exists a subordinate smooth partition of unity (χi)i∈I .

Let θi ∈ C(PUi
) be any connection 1-form of the trivial bundle (Re-

mark 5.4.5. Then

θ :=
∑
i∈I

(q∗χi)θi

defines an element of C(P ). Indeed, since the support of χ is a closed subset
of M , contained in Ui, we may consider the forms (q∗χi)θi, extended by 0
outside Ui, as smooth g-valued 1-forms on P . Since the covering is locally
finite, it follows that θ ∈ Ω1(P, g) is a smooth 1-form.

Now (C1) follows from
∑

i∈I χi(m) = 1 for each m ∈ M , and the equiv-
ariance of θ follows from the equivariance of each θi.
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Definition 5.4.7 (Horizontal lifts) Let θ ∈ C(P ) be a connection 1-form

and Hp(P ) = ker θp. For X ∈ V(M), we define a vector field X̃ ∈ V(P ) by

X̃(p) := (Tp(q)|Hp(P ))
−1X(q(p)).

The vector field X̃ clearly satisfies

q∗X̃ = X and θ(X̃) = 0.

That X̃ is smooth can be verified locally, so that we may assume that
P = M ×G is trivial. Then θ is of the form θ = p∗GκG + (Ad ◦pG)−1.p∗MA for
some A ∈ Ω1(M, g). Now θ(m,g)(v, w) = 0 is equivalent to

g−1.w + Ad(g)−1Ax(v) = 0,

which is equivalent to w = −Ax(w).g. Hence the horizontal lift X̃ of X ∈
V(M) is given by

X̃(m, g) = (X(m),−Am(X(m)).g),

which is smooth.

Proposition 5.4.8 For any θ ∈ C(P ), the horizontal lift defines a C∞(M)-
linear map

τθ : V(M) → aut(P ), X 7→ X̃ with q∗ ◦ τθ = idV(M) .

In particular, q∗ : aut(P ) → V(M) is surjective. For each C∞(M)-linear
section τ of q∗, there exists a unique θ ∈ C(P ) with τ = τθ.

Proof. (1) First we show that X̃ ∈ aut(P ):

X̃(p.g) = (Tp.g(q)|Hp.g(P ))
−1X(q(p)) = T (σg)(Tp(q)|Hp(P ))

−1X(q(p))

= T (σg)X̃(p).

(2) (f.X )̃ (p) = f(q(p))X̃(p) = (f.X̃)(p).
(3) Let τ : V(M) → aut(P ) be a C∞(M)-linear cross section of q∗. Since τ
is C∞(M)-linear, it defines over each open subset U ⊆ M a C∞(U)-linear
cross section of q∗. If PU is trivial, then we thus obtain a C∞(M)-linear map

τU : V(U) → aut(PU) ∼= C∞(U, g) o V(U).
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This map is of the form

τU(X) = (−A(X), X)

with a C∞(U)-linear map A : V(U) → C∞(U, g), and this means that A ∈
Ω1(U, g) is a g-valued 1-form. In terms of vector fields on U × G, we then
have

τU(X)(m, g) = (X(m),−A(X)(m)g)

(cf. Definition 5.4.7). We conclude that τU coincides with the horizontal
section with respect to the connection 1-form

θU = p∗GκG + (Ad ◦pG)−1.p∗UA.

Now θU ∈ C(PU) is a connection 1-form for which τU is the corresponding
horizontal lift. From the uniqueness of θU we derive that for each open
subset V ⊆ U we have θV = θU |PV

, so that the collection of the θU ’s defines
an element θ ∈ C(P ) with τθ = τ .

Corollary 5.4.9 If M is paracompact, then the homomorphism
q∗ : aut(P ) → V(M) is surjective and we obtain a short exact sequence of
Lie algebras

0 → gau(P ) → aut(P )
q∗−−→V(M) → 0.

Induced connections

Definition 5.4.10 Let ϕ : G → H be a morphism of Lie groups and
(P,M,G, q, σ) a principal bundle. Then ϕ defines a smooth action of G
on H by g.h := ϕ(g)h, so that we obtain the associated bundle

Pϕ := P ×ϕ H = (P ×H)/G,

where G acts on P ×H by g.(p, h) = (p.g, ϕ(g)−1h). Since the G-action on
P ×H commutes with the H-action by right multiplications σ̃((p, h), h′) :=
(p, hh′), there exists a unique smooth action

σ̃ : Pϕ ×H → Pϕ, [p, h].h′ := [p, hh′].

For the smoothness of this action we simply note that the map

P ×H ×H → Pϕ, (p, h, h′) 7→ [p, hh′]
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is smooth and the projection P ×H → Pϕ is a submersion.
If (ϕ,U) is a bundle chart of P on U , then the associated chart

ϕ̃U : U ×H → (Pϕ)U , (x, h) 7→ [ϕ(x,1), h]

is a bundle chart and it is obvious that it is H-equivariant. Therefore Pϕ is
an H-principal bundle. It is called the H-principal bundle induced from P
via ϕ.

Proposition 5.4.11 Let ϕ ∈ Hom(G,H) and

ψ : P → Pϕ, p 7→ [p,1]

the canonical bundle map. Then, for each connection 1-form θ ∈ C(P ), there
exists a unique connection 1-form θ′ ∈ C(Pϕ) with

ψ∗θ′ = L(ϕ) ◦ θ.

Then θ′ is called the connection on Pϕ induced by θ.

Proof. Let (ϕi, Ui)i∈I be a bundle atlas of P and si(x) := ϕi(x,1) be the
corresponding local sections, so that θ is represented by the gauge potentials

Ai := s∗i θ ∈ Ω1(Ui, g),

satisfying
Ai = δ(gji) + Ad(gji)

−1.Aj.

Then Bi := L(ϕ) ◦ Ai ∈ Ω1(Ui, h) is a collection of 1-forms satisfying

Bi = L(ϕ) ◦ δ(gji) + L(ϕ) ◦ Ad(gji)
−1.Aj = δ(ϕ ◦ gji) + Ad(ϕ ◦ gji)−1.Bj.

Since the functions ϕ ◦ gji are the transition functions for the associated
bundle Pϕ, we see that there exists a unique connection 1-form θ′ ∈ C(Pϕ)
with s̃∗i θ

′ = Bi for the local sections

s̃i(x) = ψ(si(x)) = [ϕi(x,1),1].

Then

s∗iψ
∗θ′ = s̃∗i θ

′ = Bi = L(ϕ) ◦ Ai = L(ϕ) ◦ s∗i θ = s∗i
(
L(ϕ) ◦ θ)

for each i implies that ψ∗θ′ = L(ϕ) ◦ θ.
To see that θ′ is uniquely determined by this property, we observe that it

implies

s̃∗i θ
′ = s∗iψ

∗θ′ = s∗i (L(ϕ) ◦ θ) = L(ϕ) ◦ s∗i θ = L(ϕ) ◦ Ai = Bi.
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Exercises for Section 5.4

Exercise 5.4.12 If ϕ : P1 → P2 is an isomorphism of G-principal bundles
and θ ∈ C(P2), then ϕ∗θ ∈ C(P1) also is a connection 1-form.
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Chapter 6

Curvature

In this last chapter we discuss curvature issues of principal bundles. First
we define the curvature of a connection 1-form θ and find that it is a 2-form
with values in the bundle Ad(P ) = P ×G g. Then we explain in Section 6.2
how the theory of characteristic classes that we encountered in the algebraic
context of Lie algebra extensions can be adapted to obtain characteristic
classes of principal bundles derived from G-invariant polynomials on the Lie
algebra g. If a principal bundle P is flat in the sense that it carries a connec-
tion with vanishing curvature, then all its characteristic classes are trivial. In
Section 6.3 we take a closer look at flat bundles over a connected manifold M
and explain how they can be classified by the cohomology set H1(π1(M), G),
where the corresponding notion of equivalence also takes the connection into
account, hencs is much finer than bundle equivalence. We conclude this
section with a brief discussion of bundles with abelian structure group.

Throughout this chapter, (P,M,G, q, σ) denotes a principal bundle and
g = L(G). We recall the notation σg(p) := p.g and σp(g) = p.g.

6.1 The Curvature of a Connection 1-Form

Definition 6.1.1 If θ ∈ C(P ) is a connection 1-form, then

F (θ) := dθ + 1
2
[θ, θ] ∈ Ω2(P, g)

is called the curvature of θ.
We call the connection flat if F (θ) = 0, i.e., if θ satisfies the Maurer–

Cartan equation. The bundle P is called flat if it permits a flat connection
1-form θ.

101
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Lemma 6.1.2 For each connection 1-form θ we have

F (θ) ∈ Ω2(P, g)Ghor
∼= Ω2(M,Ad(P )).

Proof. Since θ is equivariant and d commutes with pullbacks, we obtain
for each g ∈ G:

σ∗gF (θ) = σ∗gdθ + 1
2
σ∗g [θ, θ] = d(σ∗gθ) + 1

2
[σ∗gθ, σ

∗
gθ]

= d(Ad(g)−1 ◦ θ) + 1
2
[Ad(g)−1 ◦ θ,Ad(g)−1 ◦ θ]

= d(Ad(g)−1 ◦ θ) + 1
2
Ad(g)−1 ◦ [θ, θ]

= Ad(g)−1 ◦ F (θ).

To see that F (θ) is horizontal, we show that ivF (θ)p = 0 for each vertical
vector v ∈ Vp(P ). If w ∈ Vp(P ), then there exist x, y ∈ g with v = σ̇p(x) and
w = σ̇p(y). Now

F (θ)p(v, w) = F (θ)(σ̇(x), σ̇(y))p,

and this is the value in p of the function

σ̇(x).θ(σ̇(y))− σ̇(y).θ(σ̇(x))− θ([σ̇(x), σ̇(y)]) + 1
2
[θ, θ](σ̇(x), σ̇(y))

= −[x, y] + [x, y] = 0

because the functions θ(σ̇(x)) = x and θ(σ̇(y)) = y are constant.

For Y ∈ V(M) and its horizontal lift Ỹ , we further have

F (θ)(σ̇(x), Ỹ ) = σ̇(x).θ(Ỹ )− Ỹ .θ(σ̇(x))− θ([σ̇(x), Ỹ ]) + 1
2
[θ, θ](σ̇(x), Ỹ ) = 0

because θ(Ỹ ) = 0 and the G-invariance of the vector field Ỹ implies

[σ̇(x), Ỹ ] = 0. This proves that F (θ) ∈ Ω2(P, g)Ghor.

Remark 6.1.3 (Local description of the curvature) Let (ϕi, Ui)i∈I be a bun-
dle atlas for (P,M,G, q, σ) and si : Ui → P, x 7→ ϕi(x,1), the corresponding
local sections. Then any connection 1-form θ ∈ C(P ) is determined by the
gauge potentials Ai := s∗i θ ∈ Ω1(Ui, g) (cf. Remark 5.4.5). For the curvature
we obtain accordingly

s∗iF (θ) = F (Ai) = dAi +
1
2
[Ai, Ai] ∈ Ω2(Ui, g).
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Remark 6.1.4 Let X, Y ∈ V(M) and X̃, Ỹ the horizontal lifts. The curva-
ture 2-form F (θ) ∈ Ω2(P, g) satisfies

F (θ)(X̃, Ỹ ) = dθ(X̃, Ỹ ) + [θ(X̃), θ(Ỹ )] = −θ([X̃, Ỹ ]) = θ([X,Y ]̃ − [X̃, Ỹ ]).

Restricting θ to aut(P ) ⊆ V(P ), we also obtain a map

θ : aut(P ) → C∞(P, g)G, X 7→ θ(X)

because (σg)∗X = X implies that

σ∗g(θ(X)) = (σ∗gθ)(X) = Ad(g)−1 ◦ θ(X).

On the ideal gau(P ) E aut(P ), we then obtain a bijection

θ : gau(P ) → C∞(P, g)G,

inverting the isomorphism of Lie algebras (Proposition 5.1.6)

Ψ: C∞(P, g)G → gau(P ), Ψ(ξ)(p) = −σ̇p(ξ(p))

in the sense that

θ(Ψ(ξ)) = −ξ and Ψ(θ(X)) = −X for X ∈ gau(P ).

For the C∞(M)-linear section

τ = τθ : V(M) → aut(P ), X 7→ X̃

defined by the horizontal lift, we have

Rτ (X, Y ) := [τ(X), τ(Y )]− τ([X, Y ]) = [X̃, Ỹ ]− [X, Y ]̃ ∈ gau(P ),

and the calculation from above now shows that Rτ and F (θ) are related by

Ψ
(
F (θ)(X̃, Ỹ )

)
= Rτ (X, Y ). (6.1)

We conclude in particular that Rτ is C∞(M)-bilinear.
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Exercises for Section 6.1

Exercise 6.1.5 Show that for a principal bundle (P,M,G, q, σ), the loga-
rithmic derivative defines a map

δ : Gau(P ) ∼= C∞(P,G)G → Ω1(P, g)G.

Exercise 6.1.6 Let q : ĝ → g be a surjective homomorphism of Lie algebras
with kernel n. Then n is a ĝ-module with respect to the action x.y := [x, y].
Let −θ : ĝ → n be a linear projection, i.e., θ(x) = −x for x ∈ n. Show that:

(i) ĝ ∼= n⊕ker θ and there exists a unique linear map σ : g → ĝ with q◦σ = idg

and σ(g) = ker θ.

(ii) The element F (θ) := dbgθ + 1
2
[θ, θ] ∈ C2(ĝ, n) satisfies

(a) F (θ) is horizontal, i.e., ixF (θ) = 0 for x ∈ n.

(b) F (θ)(σ(x), σ(y)) = [σ(x), σ(y)]− σ([x, y]) =: Rσ(x, y) for x, y ∈ g.

(c) F (θ) = q∗Rσ.

(iii) The following are equivalent

(a) F (θ) = 0, i.e., θ satisfies the MC equation.

(b) σ is a homomorphism of Lie algebras.

(c) ker θ is a subalgebra of ĝ.

6.2 Characteristic Classes

Chern–Weil Theory

We want to assign to a principal bundle (P,M,G, q, σ) characteristic co-
homology classes in the de Rham cohomology HdR(M,K) for K ∈ {R,C}.
Here the term characteristic means that equivalent bundles should lead to
the same characteristic classes.

The idea is to apply Lecomte’s abstract construction which assigns to a
Lie algebra extension

0 → n → ĝ → g → 0

and a symmetric k-linear ĝ-invariant map f̃ : nk → V with values in a g-
module V a cohomology class [fσ] ∈ H2k(g, V ).
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To make this fit to the context of principal bundles, we consider the short
exact sequence of Lie algebras

0 → gau(P ) → aut(P )
q∗−−−−−→V(M) → 0 (6.2)

which is an extension of the Lie algebra V(M) by the Lie algebra gau(P ) ∼=
C∞(P, g)G ∼= Γ Ad(P ).

Let p : g → K be a homogeneous polynomial function of degree k which
is Ad(G)-invariant. Then the corresponding symmetric k-linear map

p̃ : gk → K with p(x) =
1

k!
p̃(x, x, . . . , x)

is also Ad(G)-invariant:

p̃(Ad(g)x1, . . . ,Ad(g)xk) = p̃(x1, . . . , xk) for xi ∈ g, g ∈ G.

Taking derivatives in g = 1 at x ∈ g, this leads with the Product Rule to

k∑
i=1

p̃(x1, . . . , [x, xi], . . . , xk) = 0,

i.e., that p̃ ∈ Symk(g,K)g.
The space V := C∞(M,K) carries a natural V(M)-module structure

defined by X.f := df ◦X and each invariant polynomial p defines on gau(P )k

a C∞(M)-k-linear map

pM :
(
C∞(P, g)G

)k → V, pM(ξ1, . . . , ξk)(q(p)) := p̃(ξ1(p), . . . , ξk(p)).

That this is well-defined follows from the fact that the equivariance of the
ξi ∈ C∞(P, g)G and the invariance of p̃ implies that the right hand side is
constant on the G-orbits in P , so that it factors through a smooth function
on M .

Next we recall that the action of X ∈ aut(P ) on Ψ(ξ) ∈ gau(P ) is given
by [X,Ψ(ξ)] = Ψ(X.ξ) (Lemma 5.1.7), to see that

q∗
(
(q∗X).pM(ξ1, . . . , ξk)

)
= X.(q∗pM(ξ1, . . . , ξk)) = X.p̃(ξ1, . . . , ξk)

=
k∑
i=1

p̃M(ξ1, . . . , X.ξi, . . . , ξk) =
k∑
i=1

q∗pM(ξ1, . . . , X.ξi, . . . , ξk),
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which means that

pM ∈ Symk(C∞(P, g)G, V )aut(P ).

Therefore we can apply Lecomtes construction to pM to obtain characteristic
classes

[pMτ ] ∈ H2k(V(M), V )

for each linear section τ : V(M) → aut(P ). Actually, we can do better. We
are not interested in general linear sections without geometric meaning. In
our context it is much more natural to consider C∞(M)-linear sections, and
we have seen in Proposition 5.4.8 that each section with this property is the
horizontal lift X 7→ X̃ = τ(X) for some connection 1-form θ ∈ C(P ). If τ is
C∞(M)-linear, the same holds for

Rτ : V(M)× V(M) → gau(P ), Rτ (X, Y ) = [τ(X), τ(Y )]− τ([X, Y ]),

resp., the corresponding map

F (θ) ∈ Alt2
C∞(M)(V(M), C∞(P, g)G) ∼= Ω2(P, g)Ghor

(Remark 6.1.4). This implies that

pMθ := pMF (θ),...,F (θ) ∈ C2k(V(M), C∞(M,K))

is C∞(M)-linear, hence a K-valued differential form (Theorem 3.2.1).

Proposition 6.2.1 The form pMθ is closed and its cohomology class [pMθ ] ∈
H2k

dR(M,K) does not depend on the connection θ.

Proof. Since pMθ defines a Lie algebra cocycle (Lemma 3.5.4), it is a closed
differential form. From the proof of Lemma 3.5.4, we also recall that, if θ′ is
another connection 1-form and

D := θ′ − θ,

which is an element of Ω1(P, g)Ghor, then

pMθ′ − pMθ = dV(M)

∫ 1

0

kpMD,F (θt),...,F (θt) dt

hold for θt := (1− t)θ + tθ′ = θ + tD. Since, for each t ∈ [0, 1],

pMD,F (θt),...,F (θt) ∈ Ω2k−1(P,K)Ghor
∼= Ω2k−1(M,K)

is a differential form in Ω2k−1(M,K) depending polynomially on t, it follows
that pMθ′ − pMθ is exact.
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Definition 6.2.2 For a Lie group G we write

I(G,K) := Pol(g,K)G

for the space of K-valued polynomials invariant under the adjoint action of
G on g. We also put

I(G) := I(G,R).

Clearly, this is an algebra, and for each G-invariant polynomial all its homo-
geneous components are also G-invariant, so that

I(G,K) =
∞⊕
d=0

Pold(g,K)G.

Remark 6.2.3 If G is connected, then the invariance of a polynomial p of
degree d on g is equivalent to the invariance of the corresponding d-linear
symmetric map p̃ : gd → K under the Lie algebra, which means that

d∑
i=1

p̃(x1, . . . , [x, xi], . . . , xd) = 0 for x, x1, . . . , xd ∈ g.

If G is not connected, then the algebra I(G,K) may be strictly smaller than
I(G0,K). As we shall seen in Example 6.2.10, this happens for G = O2m(R).

Theorem 6.2.4 (Abstract Chern–Weil Homomorphism) Let G be a Lie group
and (P,M,G, q, σ) a principal bundle. Then we have an algebra homomor-
phism

WP : I(G,K) → H2•
dR(M,K), WP (p) =

1

k!
[pMθ ].

This homomorphism does not depend on the connection θ ∈ C(P ).

For K = R the homomorphism if often simply called the Weil homomor-
phism, whereas it is called the Chern–Weil homomorphism for K = C.

Proof. This follows immediately by combining Theorem 3.5.7 with Propo-
sition 6.2.1.
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Remark 6.2.5 Let ϕ : P1 → P2 be an equivalence of G-principal bundles
over M . We claim that the corresponding Weil homomorphisms

Wi : I(G) → H2•
dR(M,K), i = 1, 2,

coincide. In fact, let θ2 ∈ C(P2) be a connection 1-form and note that θ1 :=
ϕ∗θ2 is a connection 1-form on P1. Then ϕ∗F (θ2) = F (θ1). For X, Y ∈ V(M)
we then have (

ϕ∗F (θ2)
)
(τ2(X), τ2(Y )) = F (θ1)(τ1(X), τ1(Y ))

because the respective horizontal lifts τi(X) ∈ aut(P ) of X ∈ V(M) satisfy
ϕ∗τ1(X) = τ2(X). This implies that ϕ∗q∗2p

M
θ2

= q∗1p
M
θ1
, so that q2◦ϕ = q1 leads

to pMθ2 = pMθ1 and therefore to W1 = W2. This means that the homomorphism
W leads indeed to characteristic classes of the bundle P .

Proposition 6.2.6 If (Pi,M,G, qi, σi), i = 1, 2, are principal bundles whose
Weil homomorphisms

WPi
: I(G) → H2•

dR(M,K)

do not coincide, then P1 6∼ P2.

Proposition 6.2.7 If P is a flat G-bundle, then WP = 0.

Since WP vanishes for a flat bundle P , we have:

Corollary 6.2.8 If WP 6= 0, then the bundle P does not possess any flat
connection.

Invariant polynomials for classical groups

Of particular importance in the theory of fiber bundles are the bundles with
compact structure groups. This is due to the fact that each finite-dimensional
Lie group G with finitely many components has a maximal compact subgroup
K, and for this subgroup the natural map

Bun(M,K) → Bun(M,G), [P ] 7→ [P ×K G]

defined by induction (cf. Definition 5.4.10) is a bijection (cf. [Hu94]).
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For GLn(C) the maximal compact subgroup is Un(C) and for GLn(R) the
maximal compact subgroup is On(R). The set Bun(M,GLn(C)) classifies n-
dimensional complex vector bundles over M and Bun(M,GLn(R)) classifies
n-dimensional real vector bundles. Therefore we take a closer look at the two
compact groups Un(C) and On(R).

Example 6.2.9 For G = GLn(R) and k ∈ N0, we write Pk for the homoge-
neous polynomial on g = gln(R) of degree k defined by

det
(
t1− A

2π

)
=

n∑
k=0

Pk(A)tn−k, A ∈ gln(R).

In particular, we have

P0(A) = 1, P1(A) = −trA

2π
and Pn(A) = (−1)n

det(A)

(2π)n
.

The invariance of the polynomials Pk follows immediately from the invariance
of the characteristic polynomial of A under conjugation. It is called the
k-th Pontrjagin polynomial, and one can show that they are algebraically
independent and generate I(GLn(R)), so that

I(GLn(R)) = R[p1, . . . , pn]

(cf. [Bou90, Ch. VIII, §13, no. 1]). The key ingredient of the argument
is to reduce the study of the algebra I(GLn(R)), by restriction to diagonal
matrices, to the isomorphic algebra R[x1, . . . , xn]

Sn of symmetric polynomials
(Chevalley’s Restriction Theorem).

The elementary symmetric polynomials are defined by

n∏
i=1

(t− ai) =
n∑
k=0

(−1)kσk(a)t
n−k, a ∈ Rn.

In particular,

σ1(a) =
n∑
i=1

ai, σ2(a) =
n∑
i<j

aiaj and σn(a) = a1 · · · an.

On diagonal matrices we clearly have

Pk(diag(a1, . . . , an)) =
(−1)k

(2π)k
σk(a1, . . . , an).
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If (P,M,GLn(R), q, σ) is a principal bundle, then the image WP (Pk) ∈
H2k(M,R) under the Weil homomorphism is called the k-th Pontrjagin class
of P . Accordingly, we define for a real vector bundle V with n-dimensional
fiber V ∼= Rn the Pontrjagin classes by WFr(V)(Pk) and the Pontrjagin classes
of a manifold M are defined as the Pontrjagin classes of its tangent bundle
TM . 1

Example 6.2.10 The Lie algebra of G = On(R) is

g = on(R) = {x ∈ gln(R) : x> = −x},

which implies that

det
(
t1− A

2π

)
= det

(
t1 +

A

2π

)
for A ∈ on(R). Hence the restriction of Pk to on(R) is an even polynomial
which implies that it vanishes if k is odd. As we have already mentioned
above, each GLn(R)-bundle is induced from an On(R)-bundle, which implies
that its Pontrjagin classes WP (Pk) vanish if k is odd. Only the polynomials

P2, P4, . . . , P2[n
2
]

may lead to non-trivial characteristic classes of On(R), resp., GLn(R)-bundles.
For the subgroup SOn(R), the identity component of On(R), the picture

only changes a little. Its Lie algebra son(R) = on(R) is the same, but since
SOn(R) is smaller, the space of invariant polynomials can be larger. If n =
2m+ 1 is odd, then

I(On(R)) = I(SOn(R)) = R[P2, . . . , P2m]

and the pi are algebraically independent (cf. [Bou90, Ch. VIII, §13, no. 2]),
but if n = 2m is even, then

I(On(R)) = R[P2, . . . , P2m]

1The purpose of the 2π-factor in the definition of the Pontrjagin classes ensures that
these classes are integral, i.e., lie in the image of the Z-valued singular cohomology. Al-
though this may seem artificial at first sight, it is crucial to compare the characteristic
classes in de Rham cohomology with those obtained in the purely topological theory of
fiber bundles.
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with algebraically independent generators, whereas

I(SOn(R)) = R[P2, . . . , P2m−2, P̃f]

also is also generated bym algebraically independent generators, where P̃f
2

=
P2m (cf. (cf. [Bou90, Ch. VIII, §13, no. 4]). We now take a closer look at

this remarkable polynomial P̃f showing up for n = 2m.
We associate to the skew-symmetric matrix A the alternating bilinear

form
ωA(x, y) := x>Ay, x, y ∈ R2m

with
ωA(ei, ej) = aij for i < j,

so that
ωA =

∑
i<j

aije
∗
i ∧ e∗j .

We now define the Pfaffian of A by the relation

1

m!
ωmA = Pf(A)e∗1 ∧ . . . ∧ e∗2m

in the algebra Alt(R2m,R).
For g ∈ O2m(R) we have Ad(g)A = gAg−1 and

ωAd(g)A(x, y) = ωA(g−1x, g−1y) = (g.ωA)(x, y).

Therefore

ωmAd(g)A = m! Pf(A)g.(e∗1 ∧ . . . ∧ e∗2m) = m! Pf(A) det(g)(e∗1 ∧ . . . ∧ e∗2m)

implies that
Pf(Ad(g)A) = det(g) Pf(A).

We conclude that Pf is invariant under SO2m(R), but not under O2m(R).

If A = A1⊕A2 =

(
A1 0
0 A2

)
is a block diagonal matrix and, accordingly,

m = m1 +m2, then ωA = ωA1 + ωA2 is an orthogonal direct sum and

ωm1+m2
A = (ωA1 + ωA2)

m1+m2 =

(
m1 +m2

m1

)
ωm1
A1
∧ ωm2

A2
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follows from ωkAi
= 0 for k > mi. We thus obtain

Pf(A1 ⊕ A2) = Pf(A1) Pf(A2). (6.3)

For m = 1 and A =

(
0 x
−x 0

)
we have ωA = xe∗1 ∧ e∗2, so that Pf(A) = x

and det(A) = x2. From the normal form of skew-symmetric matrices, which
is a block diagonal matrix with (2× 2)-diagonal blocks, we thus obtain with
(6.3)

det(A) = Pf(A)2.

This shows that P̃f := 1
(2π)m Pf satisfies P̃f

2
= P2m.

For an SO2m(R)-bundle P , the class

WP (P̃f) ∈ H2m(M,R)

is called the Euler class. This class shows up in a remarkable generalization of
the Gauß–Bonnet Theorem from Riemannian Geometry, namely the Chern–
Gauß–Bonnet Theorem, asserting that for an oriented Riemannian manifold
and the SO2m(R)-bundle P of positively oriented orthonormal (2m)-frames,
we have ∫

M

WP (P̃f) = χ(M),

where χ(M) denotes the Euler characteristic of M (cf. [Du78, p.112]).

Example 6.2.11 For the complex Lie group G = GLn(C), we are only
interested in the space

I(GLn(C)) = C[z11, . . . , znn]
GLn(C)

of invariant holomorphic polynomials on its Lie algebra gln(C). Here we con-
sider the complex-valued invariant polynomials Ck which are the coefficients
of tn−k in the polynomial

det
(
t1− A

2πi

)
=

n∑
k=0

Ck(A)tn−k, A ∈Mn(C).

Their invariance follows immediately from the invariance of the characteristic
polynomial of A under conjugation and, with the same argument as in the
real case,

I(GLn(C)) ∼= C[C1, . . . , Cn],
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where the Chern polynomials C1, . . . , Cn are algebraically independent.
The image WP (Ck) of Ck under the Chern–Weil map is called the k-th

Chern class of the bundle P . Note that the restriction of Ck to gln(R) satisfies

ikCk(A) = Pk(A),

so that the m-th Pontrjagin class of an n-dimensional real vector bundle V is
(−1)m times the 2m-th Chern class of its complexification VC. For a complex
manifold M , the Chern classes of M are defined as the Chern classes of its
tangent bundle TM .

Example 6.2.12 For the subgroup Un(C), the Lie algebra is

un(C) = {x ∈ gln(C) : x∗ = −x}

which is a totally real subspace of gln(C) = Mn(C), i.e.,

gln(C) = un(C)⊕ iun(C).

Therefore each polynomial function p : un(C) → C has a unique extension
to a holomorphic polynomial pC : gln(C) → C. This extension is invariant
under GLn(C) if and only if p is invariant under the connected Lie group
Un(C):

IC(GLn(C)) ∼= I(Un(C),C).

For A ∈ un(C), the relation A = −A∗ = −A>
implies that

Ck(A) = Ck(A),

so that the Chern polynomials are real-valued on un(R). We thus obtain

I(Un(C),R) ∼= R[C1, . . . , Cn].

In particular, the Chern classes of Un(C)-bundles take values in the real-
valued cohomology HdR(M,R).

6.3 Flat Bundles

A principal bundle (P,M,G, q, σ) is called flat if it has a connection 1-form
θ with vanishing curvature F (θ) = 0. Since all characteristic classes of a flat
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bundle vanish, the Lie algebraic methods provide no means to distinguish flat
bundles. Actually it turns out that the theory of flat bundles essentially is a
theory of bundles with discrete structure groups. In this section we show that
for a connected manifold M , each flat bundle is associated to the universal
covering qM : M̃ → M with respect to a homomorphism χ : π1(M) → G.
In this sense flat bundles can be parameterized by the set Hom(π1(M), G).
In particular, flat bundles over simply connected manifolds are trivial. We
shall also see that the equivalence classes of flat bundles, as bundles with
connection, correspond to the quotient set

H1(π1(M), G) = Hom(π1(M), G)/G, g.χ := cg ◦ χ for g ∈ G,

of Hom(π1(M), G) by the conjugation action of G. A crucial tool in our
discussion is the Fundamental Theorem on Lie group valued functions, which
is applied to a flat connection 1-form.

Constructing flat bundles

Let M be a connected manifold and m0 ∈ M a base point. We write
qM : M̃ →M for a simply connected covering manifold of M and

π1(M) := Deck(M̃, qM) = {ϕ ∈ Diff(M̃) : qM ◦ ϕ = qM}

for its group of deck transformation which is isomorphic to π1(M,m0) (Propo-
sition 4.3.15).

The trivial bundleM×G has a flat connection 1-form, given by θ = δ(pG),
where pG : M ×G→ G is the projection (Remark 5.4.5).

A more interesting class of flat bundle is obtained as follows:

Definition 6.3.1 Let G be a Lie group and χ : π1(M) → G a group homo-
morphism. Then

Pχ := (M̃ ×G)/π1(M) = M̃ ×χ G,

where π1(M) acts on M̃ ×G by

ϕ.(m̃, g) = (ϕ(m̃), χ(ϕ)g)

is a G-principal bundle. It is the bundle associated to the π1(M)-principal

bundle (M̃,M, π1(M), qM , σ) with σ(m̃, ϕ) := ϕ−1(m) with respect to the
action of π1(M) on G by left multiplications ϕ.g := χ(ϕ)g (cf. Defini-
tion 5.4.10).
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Lemma 6.3.2 The G-bundle Pχ carries a unique connection 1-form θχ ∈
C(Pχ) for which the map s : M̃ → Pχ, s(m̃) = [m̃,1] satisfies s∗θχ = 0. The
connection θχ is flat and we also have

q ◦ s = qM and s ◦ d = s.χ(d)−1 for d ∈ π1(M).

Proof. Let θ ∈ C(Pχ) be the unique connection on Pχ with s∗θ = 0. Its
existence follows from Proposition 5.4.11 because 0 is the unique connection
1-form on the π1(M)-bundle M̃ .

To see that θ is flat, we note that we obtain local sections s̃i : Ui → Pχ
from local sections si : Ui → M̃ by s̃i = s◦si. Then the local gauge potentials

Ai = s̃∗i θ = s∗i s
∗θ = 0

vanish, and therefore θ is flat (Remark 6.1.3).

Lemma 6.3.3 If θ ∈ C(P ) and s1, s2 : M̃ → P are two smooth maps with

s∗i θ = 0 and q ◦ si = qM ,

then there exists a unique g ∈ G with s2 = s1.g.

Proof. There exists a smooth function f : M̃ → G with s2(x) = s1(x).f(x)

for each x ∈ M̃ . Then

Tx(s2) = T (σf(x)) ◦ Tx(s1) + σ̇s2(x) ◦ δ(f)x

(Lemma 5.1.4(b)) implies that

0 = s∗2θ = Ad(f)−1.s∗1θ + δ(f) = δ(f),

so that f is constant, i.e., s2 = s1.g for some g ∈ G.

Definition 6.3.4 Let (Pi,M,G, qi, σi), i = 1, 2, be principal bundles and
θi ∈ C(Pi). Then a bundle morphism ϕ : P1 → P2 is called a morphism of
bundles with connection if, in addition, ϕ∗θ2 = θ1. Similarly, we define an
equivalence of bundles with connection and write CBun(M,G) for the set of
equivalence classes of G-bundles with connection over M .
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Remark 6.3.5 (a) If M is paracompact, then each G-bundle over M has a
connection (Proposition 5.4.6), so that the natural map

Γ: CBun(M,G) → Bun(M,G), [(P, θ)] 7→ [P ]

is surjective. The fiber of this map over the class [P ] can be identified with
the set of equivalence classes [(P, θ)] in CBun(M,G), which can be identified
with the set

C(P )/Gau(P )

of orbits of the group Gau(P ) of gauge transformations on the set C(P ) of
connections on P .

(b) It is an important and difficult question which bundles P admit a
flat connection. For the case where M is a compact orientable surface and
G = GL2(R)0, the G-bundles with a flat connection have been classified by
Milnor in [Mi58]. We have

Bun(M,G) ∼= Bun(M, SO2(R)) ∼= Bun(M,T) ∼= Ȟ1(M,T) ∼= H2(M,Z) ∼= Z

(where H2(M,Z) denotes the second singular cohomology group) and n ∈ Z
corresponds to a flat bundle if and only if |n| < g, where g is the genus of M .

Lemma 6.3.6 Let (P, θ) is a G-bundle with connection and s : M̃ → P a
smooth map with s∗θ = 0 and q◦s = qM . Then there exists a homomorphism
χs : π1(M) → G with

s ◦ d = s.χ(d)−1 for d ∈ π1(M)

and the map
M̃ ×G→ P, (x, g) 7→ s(x)g (6.4)

induces an equivalence (Pχs , θχs) → (P, θ) of bundles with connection.

Proof. For each d ∈ π1(M), the function s ◦ d : M̃ → Pχ also satisfies
(s ◦ d)∗θ = 0, so that Lemma 6.3.3 implies that s ◦ d = s.χs(d)

−1 for some
χs(d) ∈ G. Then

s ◦ (d1d2) = (s.χs(d1)
−1) ◦ d2 = (s ◦ d2).χs(d1)

−1 = s ◦ χs(d2)
−1χs(d1)

−1

= s ◦ (χs(d1)χs(d2))
−1

implies that χs : π1(M) → G is a group homomorphism.
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Now the map in (6.4) factors through a bundle equivalence

ϕ : Pχs → P, [x, g] 7→ s(x)g.

Further ϕ∗θ is the unique connection 1-form on Pχs vanishing on [M̃ ×{1}],
so that ϕ is an equivalence of bundles with connection.

Proposition 6.3.7 Let χ1, χ2 ∈ Hom(π1(M), G)) and θi = θχi
be the canon-

ical flat connection on Pχi
. Then (Pχ1 , θ1) and (Pχ2 , θ2) are equivalent as

bundles with connection if and only if there exists a g ∈ G with

χ2 = cg ◦ χ1.

In particular, the set

H1(π1(M), G) := Hom(π1(M), G)/G, g.χ := cg ◦ χ for g ∈ G,

classifies the set of equivalence classes of flat G-bundles with connection
over M .

Proof. We write si : M̃ → Pχi
for the canonical maps with s∗i θi = 0,

q ◦ si = qM and consider the corresponding homomorphisms χi := χsi
.

Suppose first that ϕ : P1 → P2 is a bundle equivalence with ϕ∗θ2 = θ1.
Then ϕ ◦ s1 : M̃ → P2 satisfies

(ϕ ◦ s1)
∗θ2 = s∗1ϕ

∗θ2 = s∗1θ1 = 0,

so that Lemma 6.3.3 implies that ϕ ◦ s1 = s2.g for some g ∈ G. Comparing

ϕ ◦ s1 ◦ d = (ϕ ◦ s1).χ1(d)
−1

with
(s2.g) ◦ d = s2.χ2(d)g = (s2.g).(g

−1χ2(d)g),

it follows that χ2 = cg ◦ χ1.

If, conversely, χ2 = cg ◦ χ1, then the map s′2 := s2.g : M̃ → Pχ2 satisfies

s′2 ◦ d = (s2 ◦ d).g = s2.χ2(d)
−1g = s2.gχ1(d)

−1 = s′2.χ1(d)
−1,

so that χs′2 = χ1 and Lemma 6.3.6 implies that (Pχ1 , θ1) ∼ (Pχ2 , θ2) as
bundles with connection.
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Proposition 6.3.8 For a homomorphism χ : π1(M) → G, the following are
equivalent:

(i) The bundle Pχ is trivial.

(ii) There exists a smooth function f : M̃ → G with f(d.x) = χ(d)f(x) for

d ∈ π1(M), x ∈ M̃ .

(iii) There exists some α ∈ MC(M, g) and m0 ∈M with perm0
α = χ.

Proof. (i) ⇔ (ii): The bundle Pχ is trivial if and only if it has a smooth
section s : M → Pχ. Since Pχ is a bundle associated to the π1(M)-bundle

M̃ , smooth sections of Pχ correspond to smooth functions f : M̃ → G which
are equivariant in the sense that

f(x.d) = f(d−1(x)) = χ(d)−1f(x), d ∈ π1(M), x ∈ M̃

(Proposition 1.6.3).

(ii) ⇒ (iii): Pick m̃0 ∈ M̃ and put m0 := qM(m̃0). Replacing f by

f ·f(m̃0)
−1, we may assume that f(m̃0) = 1. Consider α̃ := δ(f) ∈ Ω1(M̃, g).

Then (ii) implies that for each d ∈ π1(M) we have

d∗α̃ = d∗δ(f) = δ(d∗f) = δ(f ◦ d) = δ(χ(d) · f) = δ(f) = α̃,

so that there exists a unique 1-form α ∈ Ω1(M, g) with q∗Mα = α̃. Since
α̃ = δ(f) satisfies the Maurer–Cartan equation, the same holds for α.

Let [γ] ∈ π1(M,m0) and γ̃ : [0, 1] → M̃ be the lift of γ starting in m̃0.
From Proposition 4.3.15 we recall the group isomorphism

Φ: π1(M,m0) → π1(M), Φ([γ]) = ϕ[γ], ϕ[γ](m̃0) = γ̃(1).

Then γ̃∗α̃ = γ̃∗q∗Mα = γ∗α implies that

perm0
α ([γ]) = evolG(γ∗α) = evolG(γ̃∗α̃) = evolG(γ̃∗δ(f)) = f̃(γ̃(1))

= f̃(ϕ[γ](m̃0)) = χ(ϕ[γ])f̃(m̃0) = χ(ϕ[γ]).

(iii) ⇒ (ii): Since M̃ is simply connected, there exists a smooth function

f : M̃ → G with δ(f) = q∗Mα and f(m̃0) = 1. From the calculation in the
proof of Lemma 4.4.2 we know that f satisfies (ii) with χ = perm0

α .
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Remark 6.3.9 With the information of the preceding proposition, we can
continue the exact sequence

G ↪→ C∞(M,G)
δ−−→MC(M, g)

perm0

−−−−−−−−→Hom(π1(M,m0), G)

from Remark 4.4.7 by

MC(M, g)
perm0

−−−−−−−−→Hom(π1(M,m0), G)
B−−−→Bun(M,G),

where B(χ) := [Pχ]. We know already that the image of the map B is
contained in the set Bun(M,G)flat of classes of flat G-bundles. Below we
shall see that this is precisely the image.

From flat bundles to associated bundles

Lemma 6.3.10 If θ is a flat connection 1-form on P , p0 ∈ P a base point,
m0 := q(p0), and G is connected, then the corresponding period homomor-
phism

perp0θ : π1(P, p0) → G

factors through the surjective homomorphism π1(q) : π1(P, p0) → π1(M,m0)
to a group homomorphism

perMθ : π1(M,m0) → G.

Proof. If G is connected, then π0(G) is trivial, so that π1(q) is surjective
by Theorem 6.3.17 in the appendix below. From the same theorem get
kerπ1(q) = im(π1(σ

p0)). If η : I = [0, 1] → G is a piecewise smooth loop
in G, then

perp0θ ([σp0 ◦ η]) = evolG((σp0 ◦ η)∗θ) = evolG(η∗(σp0)∗θ) = evolG(η∗κG)

= evolG(δ(η)) = η(0)−1η(1) = 1.

This proves the lemma.

Proposition 6.3.11 Let G be a connected Lie group and q : P →M a prin-
cipal G-bundle over the connected manifold M .

(1) A smooth function f : P → G is G-equivariant with respect to the canon-
ical right action of G on itself if and only if δ(f) ∈ Ω1(P, g) is a con-
nection 1-form.
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(2) The 1-form θ ∈ C(P ) ⊆ Ω1(P, g) is integrable if and only if θ is flat and
the period homomorphism

perMθ : π1(M) → G

vanishes.

(3) The bundle P is trivial if and only if it admits a flat connection with
vanishing periods.

Proof. (1) If f : P → G is smooth and equivariant, then δ(f) ∈ Ω1(P, g)
and the equivariance of f implies that

σ∗gδ(f) = δ(σg ◦ f) = δ(f · g) = Ad(g)−1 ◦ δ(f) and δ(f)(σ̇(x)) = x

for each g ∈ G and x ∈ g. Hence δ(f) is a connection 1-form.
If, conversely, f : P → G is a smooth function for which θ := δ(f) is a

connection 1-form, then

δ(f ◦ σg) = σ∗gδ(f) = Ad(g)−1 ◦ δ(f) = δ(f · g)

holds for each g ∈ G.
Fix p ∈ P . Then

κG = (σp)∗θ = (σp)∗δ(f) = δ(f ◦ σp)

and the connectedness of G imply that f(p.g) = f(p)g for each g ∈ G. Hence
f ◦σg coincides with f ·g in p, and now the connectedness of P (which follows
from the connectedness of M and G), together with δ(f ◦σg) = δ(f ·g) implies
that f ◦ σg = f · g.
(2) This follows by combining Lemma 6.3.10 with the Fundamental Theo-
rem 4.4.4 and the observation that θ is flat if and only if it satisfies the MC
equation.
(3) This follows by combining (1) and (2) with the triviality criterion in
Proposition 2.2.4(c), which states that P is trivial if and only if there exists
an equivariant function P → G.

Theorem 6.3.12 Each flat G-bundle (P, θ) is equivalent, as a bundle with
connection, to some Pχ, χ ∈ Hom(π1(M), G). In particular, it is trivial if
M is simply connected.
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Proof. Step 1: First we consider the case where M is simply connected.
We show that (P, θ) has a horizontal section s : M → P . We reduce the
assertion to the case where G is connected. Let G0 ⊆ G be the identity com-
ponent. Then the quotient manifold M̂ := P/G0 is a principal bundle with
the discrete structure group π0(G) = G/G0 over M , so that the natural map

q̂ : M̂ →M is a covering map. Since M is simply connected, each connected
component of M̂ is mapped diffeomorphically ontoM (Corollary 4.3.9). Since

the connected components of M̂ are the image of the connected components
of P under the quotient map (the fibers of this map are homeomorphic to
G0, hence connected), it follows that each connected component P1 of P is a
G0-principal bundle over M .

If θ ∈ C(P ) is a flat connection 1-form, then θ|P1 ∈ C(P1) also is a flat
connection 1-form. Since π1(M) is trivial, Proposition 6.3.11(1),(2) imply the
existence of a smooth G0-equivariant function f : P1 → G0 with δ(f) = θ|P1 .
Now Proposition 2.2.4(c) shows that P1 has a smooth section s : M → P1

with s(M) ⊆ f−1(1). Hence s∗θ = s∗δ(f) = δ(f ◦ s) = 0, and s also is a
section of P .
Step 2: Now we turn to the general case. Let qM : M̃ →M be the universal
covering map. Then q∗MP is aG-bundle over M̃ and p∗P θ is a flat connection 1-

form. In view of the preceding corollary, q∗MP has a flat section f : M̃ → q∗MP ,

which means that projecting to P yields a smooth map s := pP ◦ f : M̃ → P
with q ◦ s = qM and s∗θ = f ∗p∗P θ = 0. Now Lemma 6.3.6 implies that
(P, θ) ∼ (Pχs , θχs) as bundles with connection.

Example 6.3.13 If dimM = 1, then all 2-forms on M are trivial, which
implies in particular that all G-bundles over M are flat.

ForM = R this implies in particular that allG-bundles are trivial because
R is simply connected.

For M = S1 we have π1(S1) ∼= Z, so that G-bundles with connection over
S1 are classified by the set H1(Z, G) of conjugacy classes in the group G.

Example 6.3.14 Assume that M is connected and G is discrete. Then
C(P ) = {0} and each G-bundle over M is flat, hence equivalent to a bundle
of the form Pχ, χ ∈ Hom(π1(M), G) (Theorem 6.3.12). This result can be
obtained quited directly from covering theory which implies the existence of a
continuous map s : M̃ → P with q ◦ s = qM (cf. the Lifting Theorem 4.3.10).
Since q is a local diffeomorphism, the map s is actually smooth, and now
Lemma 6.3.6 applies.
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Since each equivalence of G-bundles automatically is an equivalence of
G-bundles with connection, Proposition 6.3.7 implies that

Bun(G,M) ∼= H1(π1(M), G)

is the set of G-conjugacy class in Hom(π1(M), G).

Gauge transformations correspond to equivariant functions f : M̃ → G
with respect to the action of π1(M) on G, defined by d.g := χ(d)gχ(d)−1

(Proposition 1.6.3). Since M is connected, all these functions are constant,
and we find that

Gau(P ) ∼= CG(im(χ)) = {g ∈ G : (∀d ∈ π1(M)) χ(d)g = gχ(d)}.

Remark 6.3.15 If G is a Lie group, then we write Gd for G, considered as
a discrete group. We then have a natural map

H1(π1(M), G) ∼= Bun(M,Gd) ∼= Ȟ1(M,Gd) → Bun(M,G) ∼= Ȟ1(M,G)

(Theorem 2.1.4). As we have just seen, a G-bundle is flat if and only if it is
associated to a Gd-bundle with respect to the natural map Gd → G.

Proposition 6.3.16 A principal bundle (P, θ) with connection is flat if and
only if there exists a bundle atlas (ϕi, Ui)i∈I for which all local gauge potentials
Ai vanish.

Proof. If all Ai vanish, then Remark 6.1.3 implies that F (θ) = 0.
If, conversely, F (θ) = 0, we choose a bundle atlas (ϕi, Ui)i∈I for which

all sets Ui are simply connected. Then Ai := s∗i θ ∈ Ω1(Ui, G) satisfies the
Maurer–Cartan equation, so that the Fundamental Theorem implies the ex-
istence of some fi : Ui → G with δ(fi) = Ai. For the new section s̃i := si.f

−1
i ,

we then have

s̃∗i θ = Ad(fi(x)) ◦ s∗i θ + δ(f−1
i ) = Ad(fi(x)) ◦ δ(fi) + δ(f−1

i ) = 0

(Lemma 4.2.5), where we have used that

Tx(s̃i) = T (σ−1
fi(x)

) ◦ Tx(si) + σ̇es(x) ◦ δ(f−1
i )x.

(Lemma 5.1.4(b)). Therefore the local gauge potentials vanish for the new
bundle charts defined by ϕ̃(x, g) := ϕi(x, fi(x)

−1g).
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Appendix: The Exact Homotopy Sequence

Theorem 6.3.17 (Exact homotopy sequence of a principal bundle) Let
(P,M,G, q, σ) be a principal bundle, p0 ∈ P , and m0 := q(p0). Then there
exists a group homomorphism

δ1 : π1(M,m0) → π0(G)

such that the sequence

π1(G)
π1(σp0 )−−−−−→π1(P, p0)

π1(q)−−−→π1(M,m0)
δ1−−→π0(G) → π0(P, p0) → π0(M,m0)

is exact as a sequence of groups resp., pointed spaces. Here π0(M,m0) denotes
the set or arc-components of M with the component [m0] containing m0 as a
base point. The homomorphism δ1 is defined by δ1([γ]) = [g] = gG0 if

γ̃(1) = γ̃(0).g−1

holds for a continuous lift γ̃ : [0, 1] → P of the loop γ in P with γ̃(0) = p0.

Proof. (cf. [Br93, Thm. VII.6.7]) We give a direct argument for the ex-
actness in π1(M,m0). If γ : [0, 1] → M is a loop in m0, then there exists a
lift γ̃ : [0, 1] → P with γ̃(0) = p0. Then γ̃(1) ∈ Pm0 = p0.G. If δ1([γ]) = 1,
then γ̃(1) ∈ p0.G0. Let α : [0, 1] → G be a continuous path with α(0) = 1
and γ̃(1).α(1) = p0. Then γ̂(t) := γ̃(t).α(t) is a closed lift of γ. This implies
that [γ] = π1(q)[γ̂], so that [γ] ∈ im(π1(q)).

That δ1 ◦ π1(q) = 1 follows from the fact that for each loop γ̃ in p0, γ̃ is
a closed lift of γ := q ◦ γ̃.

Remark 6.3.18 Assume that M is connected but that P is not. Let P1 ⊆ P
be a connected component. Using local trivializations, it is easy to see that
q(P1) is open and closed in M , so that the connectedness of M implies that
q(P1) = M . The subgroup

G1 := {g ∈ G : P1.g = P1}

of G is open because it contains G0. Since the diffeomorphisms σg, g ∈ G,
permute the connected components of P , the relation σg(P1)∩P1 6= ∅ implies
g ∈ G1, and from that one readily verifies with bundle charts of P that P1 is
a G1-principal bundle over M .
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One can show that the image of G1 in π0(G) = G/G0 coincides with the
range of the connecting homomorphism

δ1 : π1(M,m0) → π0(G)

of the exact homotopy sequence of P . In particular, the connectedness of P
is equivalent to the surjectivity of δ1.

Remark 6.3.19 If P is connected, then P/G0 →M is a connected covering
ofM which is a π0(G)-principal bundle, called the associated squeezed bundle.
If M is simply connected, then this covering must be trivial which implies
that G is connected. Note that this also follows from the exactness of the
exact homotopy sequence in π0(G) (Theorem 6.3.17).

We claim that P/G0 is the bundle associated to the connecting homo-

morphism δ1 : π1(M) → π0(G). Indeed, let M̂ := M̃ ×δ1 π0(G) denote the
covering of M associated to δ1. If P is connected, then δ1 is surjective (Re-

mark 6.3.18) and therefore M̂ is connected.
Pick a base point p0 ∈ P and put m0 := q(p0). Then the exactness of the

long exact homotopy sequence of the bundle P implies that

π1(q)(π1(P, p0)) = ker δ1.

Therefore q : P → M lifts to a unique smooth map q̂ : P → M̂ with q̂(p0) =

m̂0, where m̂0 = [m̃0,1] is a base point of M̂ overm0 (Lifting Theorem 4.3.10).
The uniqueness of lifts now easily implies that q̂ is G-equivariant, and this
entails that M̂ ∼= P/G0.

6.4 Abelian Bundles

In this section we consider principal bundles with abelian structure groups.
Let G be an abelian Lie group, π0(G) := G/G0 its group of connected com-
ponent and π1(G) its fundamental group. Since the exponential function

expG : g → G

is a covering morphism of Lie groups, we have

G0
∼= g/ ker expG, where ker expG

∼= π1(G)
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is a discrete subgroup of the vector space g. Further, since G0 is a divisible
abelian group, the short exact sequence

0 → G0 → G→ π0(G) → 0

of abelian groups split, which implies that

G ∼= G0 × π0(G),

where π0(G) is considered as a 0-dimensional abelian Lie group. From that
we immediately derive that

Bun(M,G) ∼= Ȟ1(M,G) ∼= H1(M,G0)× Ȟ1(M,π0(G)),

and we have already seen that

Ȟ1(M,π0(G)) ∼= Bun(M,π0(G)) ∼= Hom(π1(M), π0(G))

(Example 6.3.14). Therefore we may concentrate in the following on the case
of connected groups.

From now on G ∼= g/Γ, where Γ ∼= π1(G) is a discrete subgroup of g.
A case of particular importance is the circle group T = R/Z. We write
qG = expG : g → G for the quotient map.

Flat abelian bundles

We continue the discussion from Remark 6.3.9 for the special case of abelian
groups G = g/Γ. Since each (g,+)-bundle is trivial (Theorem 5.2.6), the
map

MC(M, g) = Z1
dR(M, g)

perm0

−−−−−→Hom(π1(M,m0), g)

is surjective, so that Corollary 4.4.6 shows that

P : H1
dR(M, g) → Hom(π1(M,m0), g), [α] 7→ perm0

α (6.5)

is a linear isomorphism.
Let us write

H1(M) := π1(M,m0)/D
1(π1(M,m0))
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for the quotient of π1(M,m0) by its commutator group (its first derived
group). This is the maximal abelian quotient group of π1(M,m0), so that
we have for each abelian group A a natural isomorphism:

Hom(π1(M,m0), A) ∼= Hom(H1(M), A).

This leads in particular to

H1
dR(M, g) ∼= Hom(π1(M,m0), g) ∼= Hom(H1(M), g).

Next we note that qG induces a homomorphism of abelian groups

(qG)∗ : Hom(H1(M), g) → Hom(H1(M), G)

and the G-valued period map perm0
G can be factored as

perm0
G = (qG)∗ ◦ perm0

g .

This implies that for the map

B : Hom(π1(M,m0), G) ∼= Hom(H1(M), G) → Bun(M,G),

we have
kerB = im(perm0

G ) = im((qG)∗).

This means that a homomorphism χ : π1(M,m0) → G defines a trivial bundle
Pχ if and only if χ lifts to a homomorphism χ̃ : π1(M,m0) → g. Therefore
we may rewrite the information in a short exact sequence

0 → Hom(H1(M), g) → Hom(H1(M), G) → Bun(M,G).

If A and B are abelian group, then we write Ext(A,B) for the set of
equivalence classes of abelian extensions of A by B. From abelian group
theory, we know that Ext(A,B) carries a natural abelian group structure
and that the short exact sequence

0 → Γ → g → G→ 0

of abelian groups induces a long exact sequence

0 → Hom(H1(M),Γ) → Hom(H1(M), g) → Hom(H1(M), G)

→ Ext(H1(M),Γ) → 0
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because the divisibility of g implies that Ext(H1(M), g) = 0. This implies
that we may identify the set Bun(M,G)flat of equivalence classes of flat G-
bundles with

Bun(M,G)flat
∼= Ext(H1(M),Γ). (6.6)

As a discrete subgroup of g, the group Γ is isomorphic to Zk for some k.
Hence

Ext(H1(M),Γ) ∼= Ext(H1(M),Z)k.

If H1(M) is a finitely generated (which is the case if M is compact), then it
is a direct sum of cyclic groups. This reduces the computation of the group
of flat bundles to the determination of the groups Ext(Z/mZ,Z) for m ∈ Z.
For m = 0 the freeness of the group Z implies that

Ext(Z,Z) = 0.

If m 6= 0, then one can show that

Ext(Z/mZ,Z) ∼= Hom(mZ,Z)/Hom(Z,Z)|mZ ∼= Z/mZ.

Curvature of abelian bundles

If G is abelian, then

Gau(P ) ∼= C∞(P,G)G ∼= C∞(M,G),

where f ∈ C∞(M,G) acts on P by ϕq∗f (p) = p.f(q(p)).
The bundle Ad(P ) is trivial, so that the translation space of C(P ) is

Ω1(M,Ad(P )) ∼= Ω1(M, g) and F (θ) = dθ vanishes if and only if θ is closed.

Lemma 6.4.1 For each connection 1-form θ ∈ C(P ), there exists a unique
2-form ω ∈ Ω2(M, g) with

q∗ω = dθ = F (θ).

This 2-form is closed.

Proof. Since F (θ) is a horizontal equivariant 2-form, the assumption that
G is abelian implies that it is actually invariant. Therefore

ωq(p)(T (q)v1, T (q)v2) := F (θ)p(v1, v2)

is a well-defined 2-form on M with F (θ) = q∗ω. From

q∗dω = dq∗ω = dF (θ) = d2θ = 0

we derive that ω is closed because q is a submersion.
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Definition 6.4.2 The 2-form ω ∈ Ω2(M, g) with q∗ω = dθ is called the
curvature of (P, θ).

Its cohomology class [ω] ∈ H2
dR(M, g) is called the Chern class of P . It

can be obtained by applying the Chern–Weil construction to the invariant
linear map idg : g → g, which leads to the 2-cohomology class

WP (idg) = [pMθ ] = [ω] ∈ H2
dR(M, g).

Remark 6.4.3 The Chern class does not depend on the connection θ. This
does also follow directly from the fact that each other connection is of the
form θ′ = θ+q∗α for some α ∈ Ω1(M, g), which leads to F (θ′) = F (θ)+q∗dα,
and hence to ω′ = ω + dα.

Remark 6.4.4 Let M be a connected manifold and (P,M,G, q, σ) a prin-
cipal bundle.

We take a closer look at the action of the group Gau(P ) ∼= C∞(M,G)
of gauge transformations on the affine space C(P ). According to Proposi-
tion 5.4.4, it is given by

ϕ∗q∗fθ = δ(q∗f) + θ = q∗δ(f) + θ.

In particular, ϕq∗f fixes θ if and only if q∗f is locally constant, which is
equivalent to f being locally constant. If M is connected, this proves that

Gau(P )θ ∼= G,

is the subgroup of constant functions in C∞(M,G).
Identifying Ω1(P, g)G = q∗Ω1(M, g) with Ω1(M, g), we have

ϕ∗fθ = δ(f) + θ,

which implies that the orbits of Gau(P ) correspond to the cosets of the
subgroup δ(C∞(M,G)) in the space Ω1(M, g). In particular, the quotient
group

Ω1(M, g)/δ(C∞(M,G))

acts simply transitively on the quotient space C(P )/Gau(P ).
Since the forms δ(f) are closed, the curvature induces a map

F : C(P )/Gau(P ) → Ω2(M, g), θ 7→ F (θ).
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Its fibers are acted upon simply transitively by the group

H1
dR(M, g,Γ) := Z1

dR(M, g)/δ(C∞(M,G)),

so that we obtain an exact sequence

0 → H1
dR(M, g,Γ) → Ω1(M, g)/δ(C∞(M,G))

d−−→Ω2(M, g). (6.7)

From the Fundamental Theorem 4.4.4 we obtain the exact sequence of
abelian groups

C∞(M,G)
δ−−−→Z1

dR(M, g)
perm0

−−−−−→Hom(π1(M,m0), G),

showing that perm0 induces an embedding

H1
dR(M, g,Γ) ↪→ Hom(π1(M,m0), G), [α] 7→ perm0

α

of abelian groups. In view of the isomorphism

P : H1
dR(M, g)

perm0

−−−−−→Hom(π1(M,m0), g)

from (6.5), we obtain

H1
dR(M, g,Γ) ∼= (qG)∗

(
Hom(π1(M,m0), g)

)
⊆ Hom(π1(M,m0), G).

We know already that the set Bun(M,G) ∼= Ȟ1(M,G) carries a natural
group structure given by multiplication of the corresponding Čech cocycles
(Remark 2.1.5). It is therefore of some interest to see how the curvature can
be calculated from the corresponding Čech cocycles.

Remark 6.4.5 If θ is a connection 1-form on a G-bundle P and (Ui, ϕi)i∈I
a bundle atlas, then the corresponding local gauge potentials Ai ∈ Ω1(Ui, g)
satisfy

Ai = δ(gji) + Aj

(Remark 5.4.5) and the restriction of the curvature 2-form ωi ∈ Ω2(Ui, g)
satisfies

ωi = F (Ai) = dAi.
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Proposition 6.4.6 Let θ ∈ C(P ) with curvature ω ∈ Ω2(M, g). Then the
subgroup G = Gau(P )θ ⊆ C∞(M,G) ∼= Gau(P ) is central. The group

Aut(P, θ) := {ϕ ∈ Aut(P ) : ϕ∗θ = θ}

is mapped by the natural map Γ: Aut(P ) → Diff(M) into the symplectomor-
phism group

Sp(M,ω) := {ϕM ∈ Diff(M) : ϕ∗ω = ω},
which leads to an exact sequence

1 → G→ Aut(P, θ) → Sp(M,ω).

Proof. If ϕ∗θ = θ holds for θ ∈ Aut(P ), then the induced diffeomorphism
ϕM = Γ(ϕ) of M satisfies

q∗ϕ∗Mω = (ϕM ◦ q)∗ω = (q ◦ ϕ)∗ω = ϕ∗q∗ω = ϕ∗dθ = d(ϕ∗θ) = dθ = q∗ω,

which implies that ϕ∗Mω = ω.

6.5 Appendices

Transformation behavior of the curvature

Lemma 6.5.1 Let G be a Lie group with Lie algebra g. For f ∈ C∞(M,G)
and α ∈ Ω1(M, g), we have

d(Ad(f).α) = Ad(f).
(
dα+ [δ(f), α]

)
.

Proof. We consider Ad(f) as a smooth function M → End(g). Then
Example 3.3.9 implies that

d(Ad(f).α) = d(Ad(f)) ∧ α+ Ad(f).dα,

where ∧ is defined in terms of the evaluation map End(g)× g → g. Now the
definition of the left logarithmic derivative, Lemma 4.2.6 and L(Ad) = ad
(Example 4.1.11) lead to

d(Ad(f)) = Ad(f) · δ(Ad(f)) = Ad(f) · ad(δ(f)),

where · denotes the product in End(g). We thus obtain

d(Ad(f).α) = Ad(f).(dα+ ad(δ(f)) ∧ α) = Ad(f).(dα+ [δ(f), α]).
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Lemma 6.5.2 Let M be a smooth manifold and G a Lie group with Lie
algebra g. Then the prescription

α ∗ f := δ(f) + Ad(f)−1.α

defines an affine right action of the group C∞(M,G) on Ω1(M, g) and for

F (α) := dα+ 1
2
[α, α] we have F (α ∗ f) = Ad(f)−1.F (α).

In particular, the subset MC(M, g) of solutions of the MC equation is invari-
ant under this action.

Proof. That α ∗ f defines an action of the group C∞(M,G) follows with
the Product Rule (Lemma 4.2.5) from

(α ∗ f1) ∗ f2 = δ(f2) + Ad(f2)
−1.(δ(f1) + Ad(f1)

−1.α)

= δ(f1f2) + Ad(f1f2)
−1.α = α ∗ (f1f2).

Since δ(f) satisfies the MC equation, Lemma 6.5.1 implies that

F (α ∗ f) = d(α ∗ f) +
1

2
[α ∗ f, α ∗ f ]

= d(δ(f)) + Ad(f)−1.
(
dα+ [δ(f−1), α]

)
+

1

2
[δ(f), δ(f)]

+[δ(f),Ad(f)−1.α] +
1

2
[Ad(f)−1.α,Ad(f)−1.α]

= Ad(f)−1.
(
dα+

1

2
[α, α]

)
+ [Ad(f−1).δ(f−1),Ad(f−1).α]

)
+[δ(f),Ad(f)−1.α]

= Ad(f)−1.F (α),

where we have used that δ(f−1) = −Ad(f).δ(f).

Example 6.5.3 We have seen in Proposition 5.4.4 that

Gau(P ) = {ϕf : f ∈ C∞(P,G)G}

acts on C(P ) by
ϕ∗fθ = δ(f) + Ad(f)−1.θ = θ ∗ f.

Therefore the preceding lemma implies that the curvature transforms under
gauge transformations according to

F (ϕ∗fθ) = Ad(f).F (θ).



132 CHAPTER 6. CURVATURE



Chapter 7

Perspectives

To develop the theory of fiber bundles further from where we stand, one needs
various tools from algebraic topology, differential geometry (integration of
differential forms) and sheaf theory.

7.1 Abelian Bundles and More Cohomology

First of all one needs the singular cohomology of a topological space X.

Definition 7.1.1 (Singular homology and cohomology) (a) LetX be a topo-
logical space and

∆p := {x ∈ Rp+1 : (∀i)xi ≥ 0,
∑
i

xi = 1}

be the p-dimensional standard simplex. The group Cp(X) is the space of
singular p-chains is the free group over the set C(∆p, X) of continuous maps
∆p → X. It consists of all formal linear combinations∑

j

ajfj, fj ∈ C(∆p, X) with aj ∈ Z.

We now form the abelian group

C(X) :=
∞⊕
p=0

Cp(X)

133
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of singular chains.
There is a natural boundary operator

∂ : Cp(X) → Cp−1(X),

defined on f ∈ C(∆p, X) by

∂f =
∑
i=0

(−1)i∂if,

where
∂if : ∆p−1 → X, x 7→ f(x0, . . . , xi−1, 0, xi, . . . , xp).

For p = 0 we put δ(f) := 0. One easily verifies that the corresponding
endomorphism

∂ : C(X) → C(X)

satisfies ∂2 = 0. The elements of the group

Zp(X) := ker(δ|Cp(X))

are called p-cycles, and the elements of the group

Bp(X) := ∂(Cp+1(X)) ⊆ Zp(X)

are called p-boundaries. The quotient

Hp(X) := Zp(X)/Bp(X)

is called the p-th singular homology group of X.
(b) Now let A be any abelian group. The elements of the group

Cp(X,A) := Hom(Cp(X), A)

are called singular p-cochains with values in A. On the space

C(X,A) :=
∞⊕
p=0

Cp(X,A)

we now define a coboundary operator by

d : Cp(X,A) → Cp+1(X,A), (df)(σ) := f(∂σ)
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and find that d2 = 0 because ∂2 = 0. The elements of the group

Zp(X,A) := ker(d|Cp(X,A))

are called p-cocycles, and the elements of the group

Bp(X,A) := d(Cp−1(X,A)) ⊆ Zp(X,A)

are called p-boundaries. The quotient

Hp
sing(X,A) := Hp(X,A) := Zp(X,A)/Bp(X,A)

is called the p-th singular cohomology group of X with values in A.
(c) If X is a smooth manifold, it makes sense to speak of smooth maps

σ : ∆p → X. These are maps which are smooth on the relative interior of ∆p

in its affine span, and for which all partial derivatives extend continuously
to the boundary. We use these cochains we obtain the smooth singular
cohomology groups

Hp
diff(X,A), p ∈ N0.

We now have natural homomorphisms

ϕp : H
p
diff(X,A) → Hp

sing(X,A)

and it is part of an important Theorem of de Rham that each ϕp is an
isomorphism for each abelian group A.

If, in addition, A = V is a vector space, then each differential form
ω ∈ Ωp(X,V ) defines an element ω̃ of Cp

diff(X,V ) by

ω̃(σ) :=

∫
σ

ω :=

∫
∆p

σ∗ω.

In view of Stoke’s Theorem, which holds in this context:∫
∂σ

ω =

∫
σ

dω,

so that we obtain a linear map

ψ : Hp
dR(M,V ) → Hp

diff(M,V ), [ω] 7→ [ω̃].

Again, de Rham’s Theorem (cf. [Wa83]) asserts that this map is an isomor-
phism.



136 CHAPTER 7. PERSPECTIVES

Definition 7.1.2 As we have already seen in Chapter 2, there is another
type of cohomology that shows up naturally in bundle theory, namely Čech
cohomology. We know already how to define Ȟ1(M,G) for a non-abelian Lie
group G, so let us assume here that G is abelian.

We start with an open cover U = (Ui)i∈I of the smooth manifold M . For
α = (i1, . . . , ip) ∈ Ip, we write

Uα := Ui1 ∩ Ui2 ∩ . . . ∩ Uip
and write Ip := {α ∈ Ip : Uα 6= ∅}. Then we consider the group

Čp(U , G) :=
∏

α∈Ip+1

C∞(Uα, G)

of smooth p-cochains. We then have a coboundary map

δ : Čp(U , G) → Čp+1(U , G),

defined by

δ(f)i0,...,ip+1 :=

p+1∑
j=0

(−1)jfi0,...,ij−1,ij+1,...,ip .

Again, one can show that δ2 = 0, which leads to cohomology groups

Ȟp(U , G) = ker(δ|Čp(U ,G))/δ(Č
p−1(U , G)).

If the open cover V = (Vj)j∈J is a refinement of U , then we have a natural
homomorphism

rU ,V : Ȟp(U , G) → Ȟp(V , G)

and the corresponding direct limit group is denoted

Ȟp(M,G) := lim
−→

Ȟp(U , G).

Again, as a consequence of de Rham’s Theorem, we obtain for a discrete
abelian group G an isomorphism

Ȟp(M,G) = Hp
sing(M,G) ∼= Hp

diff(M,G).

To analyze abelian bundles further, one needs results on these cohomology
groups. We have already seen that for vector groups G = (V,+), each G-
bundles is trivial, which means that

Ȟ1(M,V ) = 0.
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This generalizes to
Ȟp(M,V ) = 0 for p > 0.

If G = g/Γ is a connected abelian Lie group, then the short exact sequence

0 → Γ → g → G→ 0

induces a long exact cohomology sequence

. . .→ Ȟp(M,Γ) → Ȟp(M, g) → Ȟp(M,G) → Ȟp+1(M,Γ) →

so that the vanishing of the groups Ȟp(M, g) for p = 1, 2 yields an isomor-
phism

δ : Ȟ1(M,G) → Ȟ2(M,Γ) ∼= H2
sing(M,Γ).

This result can be viewed as a classificaton of principal G-bundles in terms
on singular homology:

Bun(M,G) ∼= H2
sing(M,Γ).

For G = T ∼= R/Z, we obtain in particular

Bun(M,T) ∼= H2
sing(M,Z).

For each connection on a G-bundle we have defined the curvature of
a G-bundle as an element of H2

dR(M, g). This corresponds to the natural
homomorphism

R : H2
sing(M,Γ) → H2

diff(M, g) → H2
dR(M, g).

Its image is called the Γ-integral de Rham cohomology of M and denoted
by H2

dR(M, g,Γ). It consists of those cohomology classes [ω] for which the
corresponding singular cocycle

σ 7→
∫
σ

ω

defined by integration has values in the discrete subgroup Γ of g. The map
R has a certain kernel corresponding to the flat G-bundles. We know already
that

Bun(M,G)flat
∼= Ext(H1(M),Γ).
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In terms of homological algebra, this corresponds to the Universal Coef-
ficient Theorem (cf. [Br93]), which provides for each abelian group A a short
exact sequence

0 → Ext(H1(M), A) → H2(M,A) → Hom(H2(M), A) → 0.

Applying this to A = g, we first find with Ext(·, g) = 0 (g is divisible) that

H2(M, g) ∼= Hom(H2(M), g)

and by applying it to A = Γ, this leads to the exact sequence

0 → Ext(H1(M),Γ) → H2(M,Γ) → Hom(H2(M),Γ) ∼= H2
dR(M, g,Γ) → 0.

7.2 Homotopy Theory of Bundles

To obtain a classification of G-bundles in more concrete terms than the non-
abelian cohomology group Ȟ1(M,G), one translates the classification of bun-
dles into a homotopy theoretic problem.

To do that, we first move from the smooth category to the topological
category. Every Lie group G also is a topological group and we may thus con-
sider locally trivial topological G-bundles (P,M,G, q, σ), where σ is simply a
continuous action. That this change of perspective does not lead to a loss of
information is contained in the theorem that the corresponding natural map

Bun(M,G) → Bun(M,G)top

assigning to the smooth bundle the class of the corresponding topological
bundle actually is a bijection.

The next major step is to show that for each topological group G there
exists a universal bundle (EG,BG,G, q, σ) with the property that for any
other G-bundle there exists a continuous map f : M → BG with

P ∼= f ∗EG

and that two bundles f ∗1EG and f ∗2EG are equivalent if and only if the two
maps fi : M → BG are homotopic. We thus obtain a bijection

[M,BG] → Bun(M,G)top, [f ] 7→ [f ∗EG]
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which leads to a classification of G-bundles in terms of homotopy classes.
For simple manifolds such as spheres, the basic tools of homotopy theory

now lead to
Bun(Sn, G) ∼= [Sn, BG] ∼= πn−1(G), n > 1,

whereas we find for n = 1 that Bun(S1, G) can be identified with the set
H1(Z, π0(G)) of conjugacy classes in π0(G) (Example 6.3.13). Here we see
quite explicitly how the classification of flat bundles (as bundles with con-
nection) and the classifications of bundles differ. Each bundle over S1 is flat,
so that

Bun(S1, G) ∼= Bun(S1, G)flat
∼= H1(Z, π0(G))

(Example 6.3.13). but the equivalence classes of flat bundles with connection
are parameterizes by the set H1(Z, G). There is a natural surjective map

H1(Z, G) → H1(Z, π0(G)),

but it is far from being injective.
On the topological level the characteristic classes of a G-bundle P ∼=

f ∗EG are obtained from the natural homomorphism

f ∗ : Hsing(BG,K) → H(M,K) ∼= HdR(M,K).
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