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10. Aufgabenblatt zur Vorlesung
»Probability Theory*

1. Verify the facts that are stated in Remark IV.1.2.

2. Consider a sequence (X, ),en of random variables according to Example IV.1.3 with p = 1/2.

a) Show that
P({liminf S, /vn < —z} N {limsup S, /vn > z}) =1

n—oo

for every x > 0.
b) Conclude that P(limsup,,_, . {S, =0}) = 1.
3. Consider

e aset D€ B, with 0 < \y(D) < oo,
e a square-integrable function f: D — R,

e a sequence (U, )nen that is i.i.d. with Uy being uniformly distributed on D.

Put

Aa(D u
o= [ i, i, =220 S o, An—a— M,
D k=1

a) Show that

BE(A,)? < 2a(D) -/Df%c) dz.

n

b) Suppose you only know a constant ¢ > 0 such that |f(z)| < ¢ for every x € D. Determine
an integer ng such that

P ({802 102)) < 10
for every n > ny.

c) Let a €]0,1/2[. Show that
lim n%-A, =0

n—oo

with probability one.

4. Perform numerical experiments for Monte Carlo integration in the case D = [0, 1]¢. Use
uniformly distributed random numbers from [0, 1] that are available on your computer. Take
into account the results from Exercise 3.

Consider, in particular, test functions

f(z) = eXp(-iCj oy — wj|>

with constants ¢; > 0 and 0 < w; < 1 (which are easily integrated exactly.)



